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Abstract

Radiation dosimetry is used to quantify the dose delivered during radiation

therapy by using ionization chambers with several correction factors. Knowledge of

these factors is needed at well below the 1% level in order to maintain the overall

uncertainty on the reference dosimetry near 1-2%. The small magnitude of the cor-

rections renders measurements very difficult. Monte Carlo calculations are widely

used for this purpose, however they require very low statistical uncertainties.

A new user-code, CSnrc, for the EGSnrc Monte Carlo system is described.

CSnrc uses a correlated sampling variance reduction technique to reduce the uncer-

tainty for dose ratio calculations. Compared to an existing EGSnrc user-code from

which it was developed, CSnrc shows gains in efficiency of up to a factor of 64 and

achieves much lower statistical uncertainties on correction factors than previously

published.

CSnrc is used to compute the central electrode correction factor, Pcel, in a

broader range of beams than previously used and at the depths relevant to modern

protocols. For photon beams, the CSnrc values compare well with the values used in

dosimetry protocols whereas for electron beams, CSnrc shows up to a 0.2% correction

for a graphite electrode, a correction currently ignored by dosimetry protocols. The

difference from currently used values is slightly less for an aluminum electrode.

CSnrc is also used to compute the wall correction factor, Pwall. For cylindrical

chambers in photon beams, the CSnrc calculations are compared to the currently

used Almond-Svensson formalism and differ from this formalism by as much as 0.8%.

The CSnrc values are used to explain some previously published experiments showing

problems with Pwall. For electron beams, where dosimetry protocols assume a Pwall
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of unity, CSnrc calculations show a correction as large as 0.6%.

For parallel-plate chambers, there is little information available regarding Pwall

in photon beams. CSnrc shows corrections of over 2% for some chambers. In electron

beams, Pwall has been assumed to be unity, despite previously published evidence

suggesting otherwise. CSnrc shows that for some chambers at lower energies, Pwall is

nearly 1.02.
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Chapter 1

Introduction

1.1 General introduction

Radiation dosimetry is an integral part of the radiation therapy process. The ulti-

mate goal of radiation dosimetry is to determine the dose delivered to the tumour

and to the normal tissues in a patient undergoing radiotherapy. There are several

steps involved in radiation dosimetry: beginning with measurements performed at a

national standards laboratory followed by reference dosimetry performed at a radi-

ation therapy clinic and treatment planning to predict the dose to the patient and

finally, an estimation of the dose delivered to the tumour.

A standards laboratory maintains a primary standard of absorbed dose to

water, normally using either water or graphite calorimetry or Fricke dosimetry.1–5

Calorimetry involves direct measurement of the energy deposited per unit volume, or

dose, by the radiation output from the machine. Calorimetry is difficult to perform

precisely and is therefore, under normal circumstances, impractical to use in a clinic,
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or even on a daily basis within a standards laboratory.

The instrument most commonly used for radiation dosimetry measurements is

the ionization chamber. This instrument contains a small air-filled cavity, bounded

by walls made from a low atomic number material in order to most closely mimick the

properties of water or tissue. The ion chamber contains two electrodes across which a

voltage is applied. When the chamber is placed in a radiation field, air molecules are

ionized by the radiation and the ions are collected by the collecting electrode within

the chamber. The chamber is connected to an electrometer in order to measure the

ionization that has occurred within the air cavity. The ionization that is collected is

measured in coulombs (C).

At the national standards laboratories, calorimetry is used in order to allow

a calibration to convert from the ionization current measured by the ion chamber

to an absorbed dose, in units of gray (Gy). The measured energy per unit mass by

the calorimeter (1 J/kg = 1 Gy) is compared to the measured ionization current in

the chamber for the same radiation field. This is used to determine the calibration

coefficient, in absorbed dose per unit charge, for the ionization chamber. Such a

chamber is then used as a reference standard against which clinical ion chambers

are calibrated. The standards laboratory provides a calibration coefficient, in units

of Gy/C (or Gy/reading), for each chamber sent for calibration by a radiotherapy

clinic. The calibrated ion chamber is then used by the clinic when quantifying the

output from the clinical therapy machines.

Within a radiotherapy clinic, reference dosimetry consists of two steps. The

first is to measure the output from the therapy machine using a calibrated ionization

chamber. This consists of determining the absorbed dose per monitor unit output

from the machine. Typically this is measured in Gy/MU, where MU is the number of

1.1. GENERAL INTRODUCTION
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monitor units recorded by a monitor chamber while the beam is turned on. This step

in the reference dosimetry is performed under a specific set of reference conditions

described by a dosimetry protocol.6–9 The absorbed dose to water delivered by the

machine must be quantified for every clinical beam. The second step in clinical

dosimetry is to assess the dose delivered to a patient. This is based upon the machine

calibration, the patient data and the treatment plan specifications.

The success of any radiation treatment depends on the accuracy of the dose

delivery. This is affected by every step of the treatment delivery process, including the

reference dosimetry, the treatment planning, the patient setup and the beam delivery

itself. Although there are no clear recommendations on what level of accuracy is

required, the goal of radiotherapy is to achieve an accuracy of ±5% in the dose

delivered to the tumour.10 This value is based upon the effects of uncertainty in the

dose delivery on the treatment outcome: in terms of both tumour control probability

and normal tissue complications. While different tumours sites respond differently to

radiation, for all tumours it is essential not to miss targeted regions while sparing the

surrounding normal tissues, some of which may be criticaly impacted by high doses of

radiation. Some studies suggest the need for even stricter demands on the accuracy

of the dose delivery,11 however the value of ±5% remains the nominal goal of clinical

radiation therapy.9,10

The largest contribution to the overall uncertainty in the dose delivery comes

from uncertainties in the patient setup, including day-to-day variability in the patient

position, machine output, organ motion and changes in the tumour size or surrounding

normal tissue. While the day-to-day variability can be well monitored using external

markers for positioning, controlling the effects of organ motion and changes in the

tumour shape require sophisticated treatment delivery methods. Recent trends in

1.1. GENERAL INTRODUCTION
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research have been directed towards real-time imaging during the treatment delivery

which allows the treatment to reflect changes in the tumour position during the

course of a treatment fraction. Recent research also allows for the possibility of

adaptive radiotherapy which adjusts to the changes in the tumour geometry from

fraction to fraction. Despite advances in the area of adaptive radiotherapy and real-

time imaging, uncertainty in the patient setup remains the largest contributor to the

overall uncertainty in the dose delivery.

The accuracy of treatment planning step of the radiotherapy process depends

largely on the optimization rules and dose calculation algorithms used in the treat-

ment planning software. Recent planning software uses Monte Carlo simulations to

calculate the dose to points of interest.12–14 This avoids some of the approximations

used in dose calculation algorithms by directly simulating radiation transport within

the patient geometry. However, approximate dose calculation algorithms, particulary

for dealing with tissue inhomogeneities, remain a source of uncertainty in some treat-

ment plans. The optimization of a treatment plan depends on the type of treatment

delivery being used and may be based upon biological models of tumour control and

normal tissue complications. These models are dependent on the availability of re-

liable data that apply to an in-vivo situation for the specific type of tumour being

considered.

The goal of limiting the overall uncertainty in the dose delivered to less than 5%

requires that the uncertainty from the clinical reference dosimetry be small compared

to the uncertainties from the other steps in the treatment delivery. The reference

dosimetry is more easily controlled than the patient setup and biological parame-

ters, therefore it is reasonable to try to minimize the uncertainty from this step as

much as possible. A goal of 1-2% uncertainty in the reference dosimetry is normally

1.1. GENERAL INTRODUCTION
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sought, although an uncertainty closer to 1% is preferable. Uncertainties in the clin-

ical reference dosimetry arise primarily from the parameters within the dosimetry

protocols themselves. Ionization chamber measurements can be made to a precision

of much better than 0.5%, therefore with careful setup, this should not contribute

significantly to the overall uncertainty. The underlying theory of the dosimetry pro-

tocols, along with the associated approximations and corrections, are the main source

of uncertainty in the reference dosimetry. Satisfying a goal of 1-2% uncertainty in

the reference dosimetry therefore requires that the individual parameters used in the

protocol be well-determined at levels significantly below the 1% uncertainty level.

1.2 An overview of dosimetry protocols

The development of a protocol for clinical reference dosimetry is overseen by national

organizations for medical physicists. Many countries adopt the protocol developed

by the International Atomic Energy Agency (IAEA) or a similar protocol designed

to simplify the implementation of reference dosimetry for a clinical physicist. In

North America, the dosimetry protocols are developed by the American Association

of Physicists in Medicine (AAPM). Currently, the IAEA uses report TRS-3989 and

both the Canadian Organisation of Medical Physicists (COMP) and the AAPM use

Task Group report TG-517 for absorbed dose determination in high-energy photon

and electron beams.

Current dosimetry protocols have evolved significantly from and vastly improve

upon previous generations of protocols. The first series of protocols used by the

AAPM were very simple in their application.15,16 A calibration laboratory provided

an exposure calibration coefficient in a 60Co beam and the user had to look up a
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conversion factor for other nominal photon or electron energies. No consideration

was given to the type of chamber used or a more rigorous determination of the beam

quality. These simplifications led to errors in the beam calibration of up to 5%.7

More recent protocols improve upon the earlier versions but are significantly

more complex in their implementation. Both the AAPM’s TG-216 and the IAEA’s

TRS-2778 are based upon standards of air kerma. In these formalisms, an air-kerma

calibration is used to determine a cavity-gas calibration coefficient for the chamber,

in units of dose per unit ionization. The conversion from air kerma to dose to the

medium involves a number of correction factors. The physical quantities involved,

and the many steps required in these air-kerma-based protocols are such that there

is considerable uncertainty associated with the beam calibration. As a result, these

protocols yield a higher uncertainty for the clinical reference dosimetry than desired.

Current dosimetry protocols (see for example ref.7,9) are based upon absorbed

dose to water standards which have an uncertainty of about 0.5% in 60Co beams.17,18

Absorbed dose to water standards are much more robust than air-kerma standards

and offer several improvements over the reference dosimetry based upon air-kerma

standards.

One such improvement achieved by absorbed dose to water standards over

the air-kerma based systems is the more robust primary standards that are achiev-

able. Standards for absorbed dose to water in photon beams may be obtained by a

number of methods. A common approach is to use water calorimetry to determine

the absorbed dose to water directly for a given beam.17,19,20 It is also common to

use a graphite calorimeter to determine the absorbed dose to graphite and then infer

the absorbed dose to water for the same beam.2 Another approach is to measure

the total absorption in a Fricke solution of an electron beam of known energy. The
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absorbed dose to water is then determined by using the Fricke solution in a small vial

at a point in a water phantom, assuming that the calibration of the Fricke solution

is independent of beam quality.21,22 It is also possible to calibrate the Fricke solution

directly in the beam quality of interest.

Comparison of the absorbed dose standards in different national laboratories

show agreement between the various methods to within 1%.23,24 Since each of these

methods has different types of systematic uncertainties, the system of absorbed dose

to water standards avoids systematic errors that can affect all of the standards. In

contrast, almost all of the primary standards for air-kerma use the same technique and

therefore comparisons cannot reveal uncertainties in the technique itself. A further

advantage of absorbed dose standards over air kerma standards is that the absorbed

dose measurements are not restricted to 60Co beams and can be determined directly

in accelerator beams and for radiation types other than x-rays.

Clinically, the advantage of absorbed dose to water protocols is that they

are easier to implement, thereby reducing the potential for errors. Furthermore,

the calibration coefficients are in terms of absorbed dose, the quantity of interest in

clinical reference dosimetry, and therefore these protocols are conceptually simpler to

understand.

1.3 The EGSnrc Monte Carlo system

1.3.1 Introduction to EGSnrc

Monte Carlo calculations are an integral part of many current studies in radiotherapy.

Particularly in radiation dosimetry, where experiments are very difficult to perform
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with an adequate degree of precision, and where many of the correction factors cannot

be measured directly via experiments, many of the quantities of interest are deter-

mined using Monte Carlo simulations.

The EGSnrc Monte Carlo code (Electron-Gamma Shower)25,26 is a package of

codes used for the simulation of electron and photon transport through an arbitrary

geometry. It is the most recent in the family of EGS Monte Carlo codes and is im-

proved substantially from its predecessor, the EGS4 version.27 Among other changes,

EGSnrc uses an improved multiple-scattering theory which includes relativistic spin

effects in the cross section, a more accurate boundary crossing algorithm and im-

proved sampling algorithms for a variety of energy and angular distributions. For a

more detailed description of the features of the EGSnrc system, the reader is referred

to the EGSnrc manual.26 The newest version of EGSnrc is a multi-platform version

of the EGSnrc code, keeping the physics of EGSnrc intact.28

In general, Monte Carlo simulation of particle transport requires a great deal of

information regarding the interaction properties of the particle and the media through

which it travels. A particle history is begun by creating the particle with position and

energy coordinates according to a specified source distribution. The particle travels

a certain distance before undergoing an interaction; determined by the probability of

interaction dictated by the total interaction cross-section. The type of interaction and

the resulting particles are determined by the interaction cross-sections at that point.

Any secondary particles created must also be transported and a particle history ends

when all particles have either deposited their energy within the medium or have left

the geometry.

Transport of electrons presents some difficulties since an electron may undergo

hundreds of thousands of interactions as it slows down in a medium. The computa-
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tion time required for event-by-event transport of this slowing down process would

be impractical. This problem is dealt with in EGSnrc by using the condensed history

technique described by Berger.29 In this method, a large number of individual inter-

actions are condensed into a single step. The overall effect of this step is sampled

from the relevant multiple scattering distributions. The condensed history technique

is a reasonable approximation, since in most cases a single interaction causes little

change in the energy and direction of an electron. For greater detail, the reader is

referred to the work by Kawrakow and Bielajew.30

In addition to the EGSnrc code system, there are other Monte Carlo systems

based upon the condensed history technique.31–35 However in many instances, the

EGSnrc code is a more efficient code for the types of calculations being considered

here. Furthermore, EGSnrc is the only code shown to perform particle transport to

within 0.1% accuracy with respect to analytical solutions to transport situations.36,37

However, as with all Monte Carlo codes, the overall accuracy is limited by the accuracy

of the underlying cross-sections, as will be discussed in Chapter 4.

1.3.2 User-codes

The EGSnrc system includes a group of user-codes38 developed for specific types of

calculations. One such user-code, CAVRZnrc is used to calculate the dose to a cavity

within a cylindrically symmetric (RZ) geometry. It is used primarily for ion chamber

calculations, however it can be adapted to any situation where the desired quantity

is the dose to a certain region or regions. Table 1.1 describes the EGSnrc user-codes

previously developed and used in the present study. The EGSnrc system is structured

such that the user may develop their own user-codes to interface with the particle
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transport system, as will be described in a subsequent chapter.

Table 1.1: Description of the EGSnrc user-codes used in the present study.38 This
list only includes those codes not developed as part of the current work.

User-code Description

CAVRZnrc
Used to compute the total dose to a region (or regions) desig-
nated as the cavity in a cylindrically symmetric geometry and
to calculate some correction factors.

SPRRZnrc
Computes the stopping power ratio between the medium speci-
fied in the input file and air for each region within the geometry.

DOSRZnrc
Computes the dose to individual regions within a cylindrically
symmetric geometry. In the present study, it is used to generate
depth dose information for a variety of input spectra.

FLURZnrc
Computes the fluence spectrum for designated regions within
the geometry. It also outputs the mean energy of particles in a
given region.

g Computes the mass energy absorption and mass energy transfer
coefficients for the medium of interest.

1.3.3 Energy cutoffs and material data sets

As with all Monte Carlo codes, in EGSnrc there are a variety of transport parameters

that must be defined for each simulation. Among these are the charged particle and

photon cutoff energies, ECUT and PCUT , respectively. A cutoff energy is necessary

since the Monte Carlo simulation must stop transport at a finite energy. Transport

of a particle ceases if the particle’s energy falls below the cutoff energy. For charged

particles, the cutoff energy is the total energy of the particle: kinetic plus mass energy.

Transport is also controlled by the information in the PEGS4 material data set.

PEGS4 is a stand-alone program that is used to create material date files containing

much of the cross-section information for the materials of interest in the calculations.27
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When a material data set is created using PEGS4, lower energy bounds AE and AP

(for electrons and photons respectively) are defined. These parameters represent

the lowest energy for which the material data are generated. Therefore, AE and

AP determine the cutoff energy at which secondary particles (electrons and photons

respectively) are created and below which transport will stop, irrespective of the

values of ECUT and PCUT . Among other properties, at the time of creation of a

data set, PEGS4 defines the density of the material and whether or not ICRU (or any

other) density effect corrections will be applied. In the present calculations, unless

otherwise stated, AE = ECUT = 521 keV and AP = PCUT = 10 keV.

1.3.4 Random number generators

The generation of random numbers is integral to Monte Carlo calculations since they

are used every time an interaction distribution is sampled. EGSnrc works with either

of two random number generators: RANLUX and RANMAR. The details of each of these

generators are described elsewhere.39–42 The important properties of these random

numbers for the Monte Carlo simulations described here are that they can produce the

same random number sequence on different machines and that they can be initialized

to guarantee independent random number sequences when doing parallel runs.

1.3.5 Variance reduction techniques

A full Monte Carlo simulation can be prohibitively time-consuming, especially when

tens of millions of particle histories must be considered in order to achieve the de-

sired precision. For this reason, most Monte Carlo codes employ variance reduction

techniques in order to improve the efficiency of the calculations. A true variance re-
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duction technique improves the efficiency of a calculation while providing an unbiased

estimate of the quantity of interest. Monte Carlo codes also use other techniques to

save computation time, such as range rejection and high cutoff energies, but these

techniques only approximate the transport and are biased. The variance reduction

techniques available with the EGSnrc system are described in detail in the EGSnrc

users manual.26 Variance reduction techniques of particular interest to the present

work will be described in Chapter 3. In particular, a correlated sampling variance

reduction technique, implemented in EGSnrc for this work, will be described. If

implemented properly, correlated sampling is a true variance reduction technique.

1.3.6 Parallel computing

The EGSnrc system is designed such that a single simulation can be executed sim-

ulataneously on multiple computers in order to reduce the elapsed time from start

to finish of the simulation. When using parallel-processing in EGSnrc, when a job is

submitted to ten computers, each computer is initially assigned a small fraction of the

total number of histories. As these histories are completed, the parallel-processing

subroutine coordinates how many histories have been completed and how many re-

main. As each CPU finishes a group of histories, it will be assigned further histories

to execute until the required total number has been reached. When all histories have

been completed, the individual output files from the different CPUs are combined to

give a final output file. The advantage of this approach is that it makes efficient use of

computers having different computational power. Nearly all calculations performed

in this study are performed using parallel processing on ten computers. For the cor-

rection factor calculations described in Chapters 5 through 7, a typical simulation,

running on ten computers, took between 20-40 hours for photon beams and between
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2-10 hours for electron beams.

1.3.7 Input spectra

CSnrc uses the standard input sources available with many of the EGSnrc user-codes.

One additional source was created, modified from an existing source to allow particles

to be incident onto a flat surface, as required for the rectangular geometry in CSnrc.

All calculations described herein use a parallel beam with a field size of 10x10 cm2,

unless otherwise specified. Two beam orientations are used: along the z-axis for

parallel-plate chambers, and along the y-axis for thimble chambers.

The standard EGSnrc user-codes permit different types of incident beams. The

user specifies either photons, electrons or positrons and then has the option of using

a monoenergetic beam, an input spectrum from a file or phase-space data generated

during a complete accelerator simulation using BEAMnrc.43,44 The incident spectra

used in the present work are taken from previously published spectra. The 60Co

spectrum is taken from the work of Mora et. al.45 Two different sets of photon beam

spectra are used,46,47 and range in nominal energies from 4 MV to 25 MV. All of the

electron spectra used in the present work are taken from Ding and Rogers.48 The

details of the input spectra for photon and electron beams are given in Tables 1.2

and 1.3 respectively. The beam quality specifiers are taken directly from a recent

work by Kalach and Rogers49 for the photon beams and from Ding and Rogers48 for

the electron beams. The Kalach and Rogers values were computed using EGSnrc

and therefore do not need to be repeated. The values of R50 from Ding and Rogers

were computed using EGS4 and could potentially differ from EGSnrc values of R50,

especially at the lower energies. Using DOSRZnrc, these values are verified for selected
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input spectra and for nominal beam energies below 9 MeV, the change in R50 is at

most 0.2 mm, corresponding to a change in the reference depth, dref of no more than

0.1 mm. As will be demonstrated in Chapter 6, the correction factors show much

greater sensitivity to depth at the lower electron energies, therefore a sub-0.1 mm

change in dref at the low energies is not expected to affect the final results and the

R50 values from Ding and Rogers are sufficient.

Table 1.2: Details of the input photon spectra used in the current calculations. The
spectra are taken from the work of Mora et. al.,45 Sheikh-Bagheri and Rogers47 and
Mohan et. al.46 The nominal accelerating potential specified by the manufacturer
is given by Enominal. Also shown are the two beam quality specifiers %dd(10)x and
TPR20

10. With the exception of the cobalt beam, all values of %dd(10)x and TPR20
10

are taken from Kalach and Rogers.49 The 60Co values were determined using the
EGSnrc system for the present work.

Description Enominal (MV) %dd(10)x TPR20
10

Eldorado 6 60Co45 - 58.3 0.571

4 MV 62.7 0.616

6 MV 66.5 0.658

Varian Clinac47 10 MV 73.8 0.728

15 MV 77.7 0.750

18 MV 81.3 0.774

Elekta SL2547 25 MV 82.7 0.786

4 MV 63.4 0.622

6 MV 67.1 0.666

Varian Clinac46 10 MV 73.3 0.727

15 MV 78.8 0.762

24 MV 86.3 0.801
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Table 1.3: Details of the electron beam input spectra. All spectra were taken
from the work of Ding and Rogers.48 The nominal beam energy specified by the
manufacturer is given by Enominal. Also shown are the beam quality specifier R50

48

and the reference depth, dref , for each beam.

Description Enominal (MeV) R50 (cm) a dref (cm)

6 2.63 1.48

9 4.00 2.30

Varian Clinac 12 5.20 3.01

15 6.50 3.80

18 7.72 4.53

6 2.18 1.21

Therac 20 9 3.42 1.95

20 8.10 4.76

Philips SL75-20 5 2.08 1.15

Siemens KD2 21 8.30 4.88

Racetrack MM50 25 10.36 6.12
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1.3.8 Input geometries

CSnrc uses the standard input subroutines common to all of the EGSnrc user-codes

designed for cylindrical symmetry (RZ user-codes). These subroutines read infor-

mation specified within the user’s input file to generate, among other things, the

simulation geometry, including dimensions and materials. For CSnrc, the input files

include some additional inputs to specifiy the additional geometries used in the sim-

ulation. For many of the calculations discussed in subsequent chapters, specifically

for the investigations of correction factors described in Chapters 5 through 7, the

input geometry simulates an ionization chamber. The accuracy of an ion chamber

simulation is dependent, in part, on the ability to correctly model the actual chamber

geometry. The geometry details used in the current calculations are taken from the

manufacturers’ specifications for the ion chambers. For the simulations described in

this study, the important features of the geometry include the length and diameter of

the cavity, the diameter of the central electrode, where applicable, and the thickness

and material of the chamber walls. Tables 1.4 and 1.5 show the details of the chamber

geometries for the chambers relevant to the current study.

1.4 Outline of the thesis

Chapter 2 provides a background on the TG-51 dosimetry protocol which is the basis

for much of the current work. The basic equations used in the protocol are introduced

and the quantities relevant to this thesis are described in detail.

In Chapter 3, a user-code developed for the EGSnrc Monte Carlo system as

part of the work for this project is described. The code uses a correlated sampling
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Table 1.4: Details of the geometries for the thimble chambers studied in the present
work. Chambers constructed from a non-conducting plastic such as PMMA have
a graphite layer on the inside of their walls. For these chambers, both materials
comprising the wall are shown, along with their thicknesses. Additional details are
given for the NE2571 central electrode since these will be used in Chapter 5.

Chamber
Wall

material thickness
(g/cm2)

Cavity
length diameter
(mm) (mm)

Electrode
material

Waterproof

A12 C-552 0.088 25.8 6.1 C-552 Y

NE2561 graphite 0.090 9.2 7.4 Al N

NE2571 graphite 0.061 24.0 6.4 Ala N

NE2581 A-150 0.041 24.0 6.4 A-150 N

PR06C C-552 0.053 22.0 6.4 C-552 N

PTW30001 PMMA 0.033 23.0 6.2 Al N

+graphite (0.012)

PTW30004 graphite 0.079 23.0 6.2 Al N

IC10 C-552 0.068 6.3 6.0 C-552 Y

a Electrode length and diameter are 20.6 mm and 1 mm respectively
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Table 1.5: Details of the chamber geometries for the parallel-plate chambers used in
the present calculations. The materials describe the most prominent materials used in
the chamber construction. The electrode separation is 2 mm for all chambers except
for the PS-033 which has a plate separation of 2.4 mm.

Chamber Materials
Window
thickness
(mg/cm2)

Electrode
diameter

(mm)

Guard
ring width

(mm)

NACP-02

Graphited rexolite elec-
trodes and housing,
graphite body, mylar
foil and graphite window.

104 10 3

Roos PMMA, graphited elec-
trodes.

118 16 4

Markus
Graphited polyethylene foil,
graphited polystyrene col-
lector, PMMA body

0.42 5.3 0.2

PS-033
Aluminized mylar foil win-
dow, air equivalent elec-
trode, polystyrene body

0.5 16.2 2.5

variance reduction technique and was developed in order to improve the efficiency

of the ion chamber calculations performed in this study. The chapter describes the

features of the code and how it is implemented in EGSnrc. The benchmarking tests

are also discussed as well as the potential gains in efficiency for the applications of

interest here.

Chapter 4 discusses some of the systematic uncertainties inherent to all Monte

Carlo calculations. It details some of the calculations performed as part of this work

in order to estimate the effect of these uncertainties on the current results.

The discussion of results as they pertain to ion chamber correction factors be-

gins in Chapter 5 with the presentation of results for the central electrode correction

factor. Chapters 6 and 7 discuss the wall correction factor for thimble chambers and

parallel-plate chambers respectively. Factors influencing the values of these correc-
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tion factors are investigated and where applicable, comparison of the new results to

previously published values is performed.

Finally, Chapter 8 describes possible future work stemming from this study

of correction factors and a summary of results and some conclusions are presented in

Chapter 9.

1.4. OUTLINE OF THE THESIS



Chapter 2

TG-51 Formalism

This chapter discusses the formalism used in the AAPM’s TG-51 protocol.7 The

basics of the formalism using an absorbed-dose calibration factor are common to all

absorbed dose to water protocols, including the IAEA’s TRS-398 code of practice.9

TG-51 and TRS-398 differ slightly in their application in the clinic, but the under-

lying principles are the same, with the exception of beam quality specification in

photon beams. For simplicity, this chapter focusses primarily on the TG-51 proto-

col. Where significant differences exist between TG-51 and TRS-398, they will be

described directly.

2.1 Absorbed dose to water calibration coefficient

Ionization chambers are often used for clinical dosimetry measurements. Ion chambers

are widely available and are capable of making very precise measurements in the

radiation fields of interest in radiotherapy. They are also easily maintained at the

clinical level as they are relatively inexpensive instruments and are quite stable. There

20
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is also a fairly well understood theory for interpreting their output.

In order to use an ion chamber to obtain absorbed dose to water, a calibration

coefficient is required for the chamber. The absorbed dose calibration coefficient,

NQ
D,w, is defined by:

DQ
w = MNQ

D,w (2.1)

where DQ
w is the absorbed-dose to water, in units of gray (Gy), at the point of mea-

surement of the ion chamber in the absence of the chamber, M is the temperature

and pressure corrected electrometer reading in coulombs (C) that includes a correc-

tion for incomplete ion collection within the chamber, and NQ
D,w is the absorbed-dose

to water calibration coefficient in units of Gy/C for the ion chamber at reference con-

ditions in a beam of quality Q. The electrometer reading is corrected to a standard

temperature and pressure of 22◦C and 101 kPa respectively with a relative humidity

between 20% and 80%. The coefficient ND,w is analogous to the air kerma calibration

coefficient NK used in earlier protocols. The relationship between ND,w and NK will

be discussed in Section 2.5.

Ideally, a calibration coefficient could be obtained for each beam quality of

clinical interest and Eq. 2.1 could be applied directly. This is impractical since it

would be very time consuming and expensive to have a chamber calibrated at every

beam quality in which it is to be used. Furthermore, many standards laboratories

do not have access to clinical linear accelerators and therefore cannot reproduce the

beams used in the clinic. Typically, a chamber is calibrated at a standards laboratory

in a 60Co beam, giving a value of N
60Co
D,w . We may then define a factor, kQ, by:

NQ
D,w = kQN

60Co
D,w , (2.2)

which converts the absorbed-dose calibration coefficient for a 60Co beam into a cali-
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bration coefficient for any beam quality Q.

It is possible to measure values of kQ for a variety of ion chambers in a number

of beam qualities. However, there is no complete set of data available for all chamber

types and in all beam qualities and types. It is therefore necessary to have a formalism

by which kQ can be calculated for any chamber and beam quality of interest. The

TG-51 protocol provides values of kQ for many chambers of interest in photon beams,

but does not include this information for plane-parallel chambers because there is

insufficient data regarding their use in photon beams. It also provides information

permitting the determination of kQ in electron beams. The values of kQ provided in

the protocol simplify the application of the protocol for the clinical user, but hide the

underlying physics involved in determining kQ. The following sections will describe

the fundamentals required for the calculation of kQ.

2.2 Cavity theory

Absorbed-dose to water dosimetry uses the Spencer-Attix cavity theory50 to relate

the absorbed dose to the gas in the ion chamber, Dgas, to the dose to the surrounding

phantom medium, Dmed, by the following expression:

Dmed = Dgas

(
L

ρ

)med

gas

. (2.3)

In this expression,
(

L
ρ

)med

gas
is the ratio of the spectrum averaged restricted mass col-

lision stopping power for the medium to that of the gas. The averaging takes place

from a minimum energy, ∆, up to the maximum energy in the spectrum. The Monte

Carlo calculation of the stopping power ratios will be described in Chapter 4.

Spencer-Attix cavity theory has three necessary assumptions, the first being

2.2. CAVITY THEORY
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that the cavity does not change the electron spectrum in the medium. The second

assumption is that the dose in the cavity comes from electrons that enter the cavity

and not from those that are created within the cavity. The final assumption is that

electrons having energy below ∆ are in charged particle equilibrium. These assump-

tions place certain limits on the size of the cavity in order that the cavity can come

close to satisfying the conditions. Futhermore, the assumptions are based upon an air

cavity in a surrounding medium and do not account for physical requirements such

as walls surrounding the cavity.

Real ion chambers do not satisfy the assumptions of Spencer-Attix cavity

theory and therefore require corrections to Eq. 2.3:

Dmed = Dgas

(
L

ρ

)med

gas

PcelPstemPwallPrepl. (2.4)

Pstem corrects for the presence of the ion chamber stem in the phantom, Pcel accounts

for the effect of the central electrode in the cavity on the chamber response and

Pwall corrects for the wall material being different from the phantom medium. Prepl

accounts for changes in the electron spectrum due to the insertion of the cavity in

the phantom. For chambers that are not waterproof, they require a waterproofing

sleeve when used in a water phantom and there is an additional correction, Psleeve,

that accounts for the presence of this sleeve. Implicit in the above equation is the

assumption that the correction factors are independent and therefore the order of

these corrections is arbitrary. However, the order is important when doing calculations

and therefore each correction must be clearly defined and must be consistent with the

definitions of the other correction factors. Figure 2.1 shows a schematic representation

of the correction factors as they are defined for the present work. These correction

factors are applied to a real ion chamber to correct it to a small cavity satisfying the

Spencer-Attix conditions described above.

2.2. CAVITY THEORY
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Figure 2.1: Schematic showing the correction factors necessary to apply Spencer-
Attix cavity theory to a realistic ionization chamber geometry as they are defined for
the current calculations. The functions of each of the correction factors are described
in the text.

2.2.1 Pstem

The stem correction, Pstem, corrects for the presence of the chamber stem during

the measurement. Typically, this correction is much smaller than the other chamber

corrections and therefore does not contribute significantly to the overall correction.

At photon energies relevant to mega-voltage radiotherapy, the stem correction is taken

as less than 0.1%. The following sections deriving the beam quality conversion factor

kQ follow the conventional practice of omitting Pstem from the equations.

2.2.2 Pcel

The central electrode correction factor, Pcel, applies only to cylindrical chambers,

which have a central electrode within the chamber cavity. Pcel is used to account

for the change in ionization within the chamber due to the presence of the central

electrode. Values are given in terms of the beam quality, the electrode material and

the electrode radius. Central electrodes are commonly made of either graphite or

2.2. CAVITY THEORY
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aluminum or of the same material as the chamber wall and have a diameter on the

order of 1 mm. Values for the central electrode correction factor must be obtained

using Monte Carlo simulations since the physical geometry of the chamber does not

permit measurements without the electrode. A detailed examination of current values

of Pcel for graphite and aluminum electrodes will be presented in Chapter 5.

2.2.3 Pwall

The wall correction factor, Pwall, accounts for the fact that the chamber wall is com-

posed of a different material from the phantom medium. This difference in material

causes changes in the attenuation and scatter of particles passing through the chamber

wall. The correction Pwall applies to both cylindrical and parallel-plate chambers.

In electron beams, Pwall is normally assumed to be 1.00. For cylindrical cham-

bers, this is justified partially by a theoretical model developed by Nahum51 but for

all chambers is based primarily on a lack of information available regarding Pwall in

electron beams. Values of Pwall for electron beams are discussed in greater detail in

Chapters 6 and 7.

In photon beams, for a cylindrical ion chamber, Pwall is given by the Almond-

Svensson formula:52

Pwall =
α

(
L
ρ

)wall

air

(
µen

ρ

)med

wall
+ (1− α)

(
L
ρ

)med

air(
L
ρ

)med

air

, (2.5)

where α is the fraction of ionization from electrons originating in the chamber wall,

1−α is the fraction of ionization from electrons originating in the phantom,
(

L
ρ

)med1

med2

is the stopping power ratio of medium 1 to medium 2 and
(

µen

ρ

)med1

med2
is the ratio of

mass-energy absorption coefficients for medium 1 to medium 2. The subscript med
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refers to the phantom medium. In the limits α = 0 and α = 1, this formulation

is identical to an alternative, theoretical derivation from Shiragai.53,54 For physical

situations, the two definitions of Pwall give the same values, to within 0.1%.

When a waterproofing sleeve is used, the Almond-Svensson equation is ex-

tended to include the effect of the sleeve:55,56

Pwall =
α

(
L
ρ

)wall

air

(
µen

ρ

)med

wall
+ τ

(
L
ρ

)sheath

air

(
µen

ρ

)med

sheath
+ (1− α− τ)

(
L
ρ

)med

air(
L
ρ

)med

air

, (2.6)

where τ is the fraction of ionization in the cavity due to electrons from the water-

proofing sheath and (1− α− τ) is the fraction due to electrons from the phantom.

There is limited information available regarding Pwall for parallel-plate cham-

bers in photon beams. Values of Pwall in photon beams will be discussed further in

Chapters 6 and 7.

2.2.4 Prepl

The presence of the air cavity in the phantom medium causes changes to the electron

spectrum. These changes are accounted for by the replacement correction factor,

Prepl. The factor Prepl is separated into two components:

Prepl = PgrPfl, (2.7)

the gradient correction, Pgr and the fluence correction, Pfl.

The gradient correction

One of the effects of the air cavity is to shift the effective point of measurement

of the chamber upstream since there is less attenuation in the cavity than in the
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phantom medium. For cylindrical chambers, Pgr depends on the dose gradient within

the phantom at the location of the cavity and on the diameter of the cavity. The

correction is larger for steeper gradients and for larger cavities. In the TG-51 protocol,

to take the gradient effects into account when measuring depth-dose curves, it is

recommended to shift the chamber upstream by 0.5r for electron beams and by 0.6r

for photon beams, where r is the radius of the cavity. It should be noted that for

measurements in electron beams, at a depth of dmax, Pgr is taken as unity since

there is no dose gradient at this depth. For parallel-plate chambers, since the point

of measurement is at the front face of the cavity, the gradient correction is already

taken into account and therefore Pgr is taken as unity in both photon and electron

beams.

The fluence correction

The fluence correction, Pfl, corrects for changes in the electron fluence spectrum due

to the cavity, other than those associated with the gradient correction. This correction

is only required in regions where full or transient charged particle equilibrium has not

been established, since by the Fano theorem,57 the electron spectrum is independent

of the density of the material in regions where charged particle equilibrium exists.

This is an approximation, as the Fano theorem applies for variations in density in

a single medium, whereas an ion chamber has more than one material of differing

density. In photon beam measurements made beyond dmax, it is assumed that there

is no fluence correction required since at these depths, transient charged particle

equilibrium exists and therefore by the Fano theorem the electron fluence is not

affected by density variations within the volume of origin of the particles.58 For an

ion chamber this implies that the electron fluence within the cavity is unaffected by
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the presence of the chamber within an otherwise homogenous water phantom.

In electron beams, the fluence is affected by both the in-scatter effect and the

obliquity effect. The in-scatter effect increases the fluence in the cavity since electrons

are not scattered out by the gas and the obliquity effect decreases the fluence because

the electrons go straight ahead instead of scattering. At low energies, Pfl is dominated

by the in-scatter effect and can be up to a 5% correction for cylindrical chambers. For

this reason, at electron beam energies below 10 MeV, TG-51 recommends the use of

parallel-plate chambers and requires their use for electron beam energies below 6 MeV.

Well-guarded parallel-plate chambers show little fluence effect at these energies and

Pfl is taken as unity for many of these chambers.

2.3 Beam quality specifiers

Many quantities of interest for absorbed dose to water calibrations are largely de-

pendent on the beam quality used. Nominal beam energies are not effective beam

quality specifiers since the beam quality is strongly affected by the beam flattening

and other design features of a given accelerator. Furthermore, the energy of the

electrons accelerated by the machine is not known very accurately.

2.3.1 Photon beam quality specifiers

The TG-51 protocol uses the percentage depth dose at 10 cm depth in the photon

component of a beam, %dd(10)x, as the beam quality specfier for photon beams. This

quantity is determined for a 10x10 cm2 beam in the absence of electron contamina-

tion. The use of %dd(10)x as the photon beam quality specifier was first proposed
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by Kosunen and Rogers59 as an extension to the earlier work of LaRiviere.60 This

quantity was adopted as a useful beam quality specifier since for a given value of

%dd(10)x, there is little variation in the stopping power ratio for different beams.

It is worth noting that the choice of beam quality specifier for photon beams

is one point of difference between TG-51 and the IAEA’s TRS-398 code of practice.

Instead of %dd(10)x, TRS-398 uses the tissue phantom ratio TPR20
10. This is defined

as the ratio of absorbed doses at depths of 20 and 10 cm in a water phantom, measured

at a source-to-chamber distance of 100 cm and with a field size of 10x10 cm2 at the

plane of the chamber.

2.3.2 Electron beam quality specifiers

The currently used beam quality specifier for electron beams is R50, the depth at which

the dose in a broad beam is at 50% of its maximum value. Using R50, Burns et. al.61

defined a reference depth for measurements in electron beams to be:

dref = 0.6R50 − 0.1 [cm]. (2.8)

The use of R50 as a beam quality specifier avoids some of the problems caused

by other specifiers, such as the mean energy at the phantom surface, Eo. When calcu-

lated at dref , the stopping power ratio is well-behaved as a function of R50 and can be

parametrized as a function of R50 for all clinical beams. Furthermore, measurements

at dref avoid some of the problems that arise from making measurements at the depth

of dose maximum, dmax, as was recommended by earlier protocols. The depth of dose

maximum is dependent on the details of the accelerator head and may be different

for two accelerators having the same R50 whereas the reference depth, dref as defined

by Burns et. al.61 is a well-defined function of R50.
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2.4 kQ values

Using the correction factors described in the preceeding sections, it is now possible

to present an analytical expression by which the beam quality conversion factor, kQ,

can be obtained. Combining Eqs. 2.1, 2.2 and 2.4, one arrives at an equation for kQ:

kQ =

[(
L
ρ

)w

air
PcelPwallPrepl

]
Q[(

L
ρ

)w

air
PcelPwallPrepl

]
60Co

. (2.9)

The quantities in the numerator are evaluated at the beam quality of interest

and the quantities in the denominator are evaluated at the reference beam quality,

60Co.

2.4.1 Photon beams

In photon beams, the calculation of kQ is a straightforward application of Eq. 2.9.

The correction factors are computed as described by Rogers62 and the value of kQ is

dominated by the variation in the stopping power ratios.

2.4.2 Electron beams

In electron beams, the determination of kQ is much more complex. For one thing, the

quantities in the numerator and denominator are different, rather than simply being

the same quantities at different beam qualities. Futhermore, the use of parallel-

plate chambers introduces some changes from the thimble chamber calculations. For

parallel-plate chambers, the quantities in the denominator for 60Co beams, Pcel and

Prepl, are unity, however Pwall is no longer described by the Almond-Svensson formal-
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ism described above, and must be determined through Monte Carlo simulation. If a

thimble chamber is used, the quantities are calculated as described in Section 2.2.3.

The quantities in the numerator also depend on the type of chamber being

used. For all chambers in electron beams, Pwall is taken as unity and for thimble

chambers, Pcel is given by Monte Carlo calculations. The remaining factor, Prepl is

taken as unity for most parallel-plate chambers. For thimble chambers in electron

beams, the handling of the Prepl correction becomes complex.

For thimble chambers, kQ is broken into two components: kQ = kR50Pgr, where,

kR50 =

[(
L
ρ

)w

air
PwallPflPcel

]
R50[(

L
ρ

)w

air
PwallPflPgrPcel

]
60Co

, (2.10)

and:

Pgr =





1− 0.5rcavG/100 for cylindrical chambers

1 for parallel-plate chambers
. (2.11)

In this expression, rcav is the cavity radius in cm and G is the dose gradient at dref in

units of percent change in dose per centimetre. In TG-51, Pgr is determined by taking

the ratio of ionization measured by an ion chamber at depths of dref and dref +0.5rcav.

2.5 Relation between ND,w and NK

In Chapter 6, current results will be compared to experimental measurements that

used quantities from the air kerma based protocols. It is therefore useful to introduce

here the relationship between the absorbed-dose calibration coefficient ND,w and the

air kerma calibration coefficient NK . The air kerma calibration coefficient is given in

units of Gy/C and relates the air kerma at the position of the centre of the chamber

to the meter reading. It is analagous to ND,w and the two quantities can be related
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by the following expression, where all of the quantities in the denominator are for

in-air measurements:

ND,w

NK

=
(1− g)

(
L
ρ

)med

air
PwallPcelPrepl

(
W
e

)
air

(
L
ρ

)wall

air

(
µen

ρ

)air

wall
KanKwallKelKcomp

. (2.12)

In the above equation, g is the fraction of an electron’s energy lost via radiative

processes,
(

W
e

)
air

is the mean energy released in the gas per ionization, Kan is a

correction that accounts for the 1/r2 decrease in the photon beam, Kel accounts

for the effects of the central electrode and Kwall accounts for the attenuation and

scatter in the walls of the chamber. The correction Kcomp is used to correct for the

inhomogeneous composition of the walls and is used primarily to account for the use

of build-up caps that are of a different material than the chamber wall. It is analogous

to the Pwall correction in the TG-51 formalism and is given by an equation similar to

the Almond-Svensson equation for Pwall:

Kcomp =
α

(
L
ρ

)wall

air

(
µen

ρ

)air

wall
+ (1− α)

(
L
ρ

)cap

air

(
µen

ρ

)air

cap(
L
ρ

)wall

air

(
µen

ρ

)air

wall

. (2.13)

Here, α is the fraction of the ionization in the cavity due to electrons from the chamber

wall, (1 − α) is the fraction due to electrons that originate in the build-up cap and

the other parameters are as they are defined for Eq. 2.5. The formalism for Kcomp

will be discussed further in Chapter 6 in relation to experimental results that point

to problems with this formalism.

2.6 Summary

This chapter presents an overview of the TG-51 protocol, particularly as it relates

to the current study. Further detail regarding the protocol is available elsewhere.7,62
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The discussion of the quantities related to the protocol serves as an introduction for

the reader to quantities that will be discussed and referred to in subsequent chapters.

Sections 2.2.2 and 2.2.3 of the current chapter are particularly relevant, as the cen-

tral electrode correction factor and the wall correction factor described therein are

discussed in detail in Chapters 5 through 7.
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Chapter 3

Correlated sampling method

3.1 Background

Correlated sampling is a variance reduction technique that exploits correlations be-

tween similar geometries to reduce the uncertainty on the ratio or difference of calcu-

lated quantities and reduces the total time required for the simulations. Correlated

sampling may therefore be used to improve the efficiency of calculations involving

correlated quantities.63,64 Consider, for example, a quantity that is to be calculated

for two different geometries. It is straightforward to simply execute the Monte Carlo

calculation twice and compare the results. If, however, the difference between the two

sets of results is small, the calculations must achieve very small statistical uncertain-

ties in order to perform a meaningful comparison. The computation time therefore

becomes very large since the problem requires two separate calculations with very low

statistical uncertainties. To improve upon the efficiency of this type of problem, corre-

lated sampling uses a single execution of the Monte Carlo calculations and uses similar

particle trajectories for the two geometries. This reduces the total computation time

34
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since the entire simulation does not have to be performed twice. Furthermore, if the

two geometries are similar, the two results will be correlated and they will deviate

from their respective expectation values in the same direction, thereby reducing the

uncertainty on the resulting difference or ratio of the two values.

A variety of correlated sampling methods have been employed for radiation

dosimetry applications. Bielajew65 employed a method whereby the initial random

number seeds were stored for any history in which the primary particle, or any sec-

ondary particles, deposited dose in the cavity. This history was then repeated with

the same initial seeds for each of the additional geometries. This method has the

disadvantage of repeating entire histories, even when only a small fraction of the

transport occurs in a region that has changed from the previous geometry. Further-

more, histories that do not result in dose deposition in the initial geometry are not

repeated, but some of these histories may have deposited energy in subsequent ge-

ometries. In most cases, this has been shown to have no significant effect on the

results.64

Hedtjärn et. al.66 applied a fixed-collision correlated sampling technique67

to photon transport for brachytherapy applications. In this method, the correlated

sampling region is treated as a perturbation to a homogeneous geometry. A set of

histories is generated for the homogeneous case, and then the histories are rescored

for the perturbed case, using weighting factors for the photon collisions. For realistic

photon collision physics in this method, some complicated problems must be solved

in order to compute the weighting factors for the heterogeneous cases, however a

high degree of correlation is maintained, as the entire history is correlated between

geometries.

The correlated sampling method for the EGSnrc system is based upon the
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method developed for the EGS4 Monte Carlo system27 by Ma and Nahum64 for ion

chamber calculations, and by Holmes et. al.63 for electron beam dose calculations. In

this method, histories are followed until they encounter the boundary of the region

which varies between geometries, they are then split and the simulation continues

independently for each geometry. Unlike the method described by Bielajew,65 entire

histories are not repeated in this approach. This correlated sampling algorithm also

has the advantage of being very straightforward to implement and does not require

complicated calculations of weighting factors as described above. Changes from this

earlier version of the code to the EGSnrc version68 overcome some of the disadvan-

tages of the method used by Ma and Nahum. These changes will be described in

Section 3.3.2.

3.2 Statistics

3.2.1 History by history statistics

The CSnrc code uses the history by history scoring technique described elsewhere69,70

and previously implemented in other EGSnrc user-codes.71 In this method, the mean

dose to the cavity per unit fluence, x, is scored by averaging the dose deposited in

history i, xi, over all N independent histories:

x =
1

N

N∑

i=1

xi. (3.1)

The uncertainty on the dose estimate, sx, is computed using the following:

sx =

√√√√√ 1

N − 1




∑N
i=1 x2

i

N
−

(∑N
i=1 xi

N

)2

, (3.2)
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where xi and N are as defined above. During the particle transport, the quantities

∑N
i=1 xi and

∑N
i=1 x2

i are scored on the fly and the cavity dose and its uncertainty are

computed at the end of the simulation.

The history by history scoring technique improves upon the batch method of

scoring previously used in the EGS system. The batch method had the problem that

unless a large number of statistical batches was used, there was significant fluctuation

in the uncertainty estimate itself. Also, the batch method of scoring required an

additional dimension in the scoring arrays that is no longer needed in the history by

history approach.

3.2.2 Ratios of correlated quantities

The motivation for using correlated sampling comes from the potential gain in com-

puting efficiency. While the correlated sampling method offers some gain in compu-

tation time, the most significant improvement in efficiency comes from the reduction

in the statistical uncertainty on the quantities of interest.

Monte Carlo calculations of correction factors and other dosimetric quantities

of interest often require a ratio of doses to be computed. Consider a ratio of two

variables, r = yi/xi. We need a statistical estimator for the ratio r = m1/m2, where

the mi are the expectations of the random variables x and y given in Eq. 3.1. A

reasonable estimate is given by:

r = y/x, (3.3)

however this is usually a biased estimate. The bias, b, is a function of the covariance

of x and y, denoted by V 12, and the variance of x:67

b = 1− V 12

m1m2

− V
2
1

m2
1

+ O3. (3.4)
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In this expression, V 1 is the variance of x and O3 represents third order terms and

higher in the variance.

It possible to have an unbiased estimate of r up to the third order moments

using:67

r̂ =
(

y

x

) [
1 +

s12

(x y)
− s11

x2

]
, (3.5)

where

s12 =
n∑

i=1

(xi − x)(yi − y)/[n(n− 1)] (3.6)

and

s11 =
n∑

i=1

(xi − x)2/[n(n− 1)]. (3.7)

It follows from Eqs. 3.5 through 3.7 that the correction to Eq. 3.3 decreases with

increasing n. For very large n, the bias in Eq. 3.3 becomes negligible. For the

simulations using CSnrc, since n is always very large (> 10, 000, 000), Eq. 3.3 is used

as an unbiased estimate of r, ie. r̂ = r.

The variance of r̂ may be estimated by:

ŝ2 = (y/x)2[s11/x
2 − 2s12/(x y) + s22/y

2 + t], (3.8)

and is unbiased up to fourth order terms.67 The sij and sii are given by Eqs. 3.6 and

3.7 and t comprises second and third order terms which are negligible for large n. In

the limit of large n, the uncertainty on r̂ is given by the familiar expression for a ratio

of correlated quantities:

ŝr

r
=

√√√√
(

sx

x

)2

+

(
sy

y

)2

− 2V xy

(N − 1)(x y)
, (3.9)

where

V xy =
ΣN

i=1xiyi

N
− ΣN

i=1xiΣ
N
i=1yi

N2
. (3.10)
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When determining efficiency gains and comparing simulations, it is often of

interest to quantify the degree of correlation that exists between two variables x and

y. The correlation coefficient is described by:

ρxy =
V xy

sxsy

. (3.11)

It can be seen from Eq. 3.9, that for a greater correlation between x and y, the

uncertainty on r̂ will be lower. Two quantities are said to be positively correlated

if finding x above the mean increases the likelihood of finding y above the mean

value. Conversely, a negative correlation implies that if x is found above the mean,

the likelihood of finding y below the mean is increased. For correlated sampling as

it is applied in CSnrc, the correlation between cavity doses is positive, so values of

0 ≤ ρ ≤ 1 are expected.

3.3 CSnrc: Correlated sampling implementation

in EGSnrc

3.3.1 Correlated sampling algorithm

The correlated sampling code developed for the EGSnrc Monte Carlo code system,25,26

CSnrc, is based upon an existing user-code, CAVRZnrc.38 CAVRZnrc is used to

compute the dose to the cavity for geometries with cylindrical symmetry. The cavity

is user-defined and can occupy several geometric regions. The correlated sampling

code is developed from CAVRZnrc and is therefore also used to compute the dose

to the cavity. CSnrc is based upon an earlier correlated sampling code64 developed

for the EGS4 Monte Carlo system.27 Although changed substantially, the EGSnrc
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version of the code preserves many of the features of the earlier version.

The correlated sampling method used in EGSnrc is best illustrated by consid-

ering an example. Figure 3.1 shows a small region at some depth within a rectangular

phantom for two different geometries. In a given simulation, the correlated sampling

regions are defined as those regions that change material from one geometry to the

next. In Fig. 3.1, if the problem of interest is to compare the dose to the small re-

gion for different materials in the region, the small region is defined as the correlated

sampling (CS) region. Instead of performing the entire calculation twice, each time

changing the material within the central region, CSnrc calculates the dose to the CS

region for both of the cases with a single execution of the code.
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Figure 3.1: A schematic representation of the correlated sampling algorithm em-
ployed in the CSnrc code. Two distinct geometries are shown, differing in the mate-
rial of the central region. The main histories are shown as solid lines and are only
transported once. The split histories are transported separately for each geometry
option and are represented by dashed lines.

For each history, the particle is followed as a main history until it enters the

correlated sampling region, at which point it is separated into the distinct geometry

options. Track A shows a particle that travels through the phantom without ever
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entering the CS region. For these particles, the simulation is only performed once,

potentially resulting in significant time savings. Track B is transported as a main

history only until it reaches the boundary of the CS region. Following the step to the

boundary, once the particle has entered the correlated sampling region, the particle

data and the state of the random number generator are stored. The rest of the particle

trajectory continues with any dose deposited being scored to the first geometry option.

The particle and any secondary particles produced are scored to the first geometry

option until the completion of their transport, regardless of whether or not they leave

the CS region. When the particle and its descendants have been transported for the

first geometry, the particle data are restored to the point in the main history where

the split began. The particle is once again transported from that point, this time

with the material in the CS region being that of the second geometry option, and

the dose is scored for the second option. For more than two distinct geometries, this

would continue for each geometry option, until all transport has been completed for

that history and then the next history would begin as a main history.

Clearly, there will be some savings in execution time since particles that never

enter the correlated sampling region are only transported once, regardless of the

number of geometries being considered. Similarly, for a large phantom, the transport

that takes place in the phantom, before the particle enters the correlated sampling

region, is not repeated for each option. The greatest gain in computing efficiency

however, comes from the reduction in the uncertainty on the ratio of scored quantities

in the multiple geometries. Consider track B in Fig. 3.1: at the point where the

particle enters the correlated sampling region, it has certain position and direction

coordinates and a given energy. Based on these characteristics, the particle may result

in energy deposition in the CS region. If the region’s material is then changed, the
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particle is still entering the correlated sampling region with the same parameters and

will follow a similar trajectory. It is therefore very likely that it will also deposit

energy in the region for the second goemetry, particularly if the materials in the CS

region in the two geometries have similar physical properties. The energy deposition

in the CS region for the two cases is said to be positively correlated. As described in

Section 3.2.2, this results in a lower uncertainty of the ratio of doses to the regions.

3.3.2 Considerations in the user-code

Within the user-code itself, the implementation of the correlated sampling algorithm

requires an additional dimension for the scoring arrays used in CAVRZnrc. The

additional dimension is used to specify the geometry for which the dose is being

scored. Several flags are also introduced to distinguish between geometry options.

In existing EGSnrc user-codes, each particle history begins by initializing sev-

eral parameters. This is followed by a call to the subroutine SHOWER which per-

forms the particle transport for the initial particle and any descendants. From within

SHOWER, the PHOTON and ELECTR subroutines are called depending on the charge of the

particle. These latter two subroutines determine the type of interaction the particle

will undergo and call the necessary interaction subroutines accordingly. The PHOTON

and ELECTR subroutines also make calls to the scoring routine AUSGAB, where the tem-

porary dose arrays are incremented each time dose is deposited in the cavity. When

transport for a given particle is finished, the subroutine SHOWER checks whether or not

there are further particles on the stack to be transported. Once the incident particle

and all secondary particles produced have been transported, the simulation returns

to the main routine. Further detail concerning the particle transport in EGSnrc is
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available in the EGSnrc user manual.26

In CSnrc, before the call to SHOWER from the main routine, a macro,

$CS-FIRST-PARTICLE, checks if the particle is starting in a correlated sampling region.

In that case, all of the particle data and the state of the random number generator

are saved, before beginning transport. In such cases, the entire particle trajectory

must be repeated for each geometry and the only gain in computing efficiency comes

about from positive correlation between the geometries.

The implementation of correlated sampling also requires two additional

macros: $CS-TAKE-DOWN-DATA and $CS-END-OF-OPTION. In the EGS4 version of

the correlated sampling code, these macros were inserted into the EGS4 subroutines

PHOTON, ELECTR and SHOWER. In addition to requiring changes to the EGS4 system

itself, this method of implementation also resulted in some unnecessary repetition of

segments of particle trajectories. For a particle that did not begin in a correlated

sampling region, $CS-TAKE-DOWN-DATA stored the particle data and the state of the

random number generator at the beginning of each new particle loop in PHOTON and

ELECTR. For electrons, this meant that several steps often took place before the elec-

tron reached the boundary of the correlated sampling region. When the particle was

restored for the next geometry option, this led to part of the trajectory being re-

peated within the main history. Although flags were used to ensure that no duplicate

scoring occurred, this was not the most efficient algorithm with respect to computa-

tion time. The EGS4 implementation also resulted in numerous occurrences of the

$CS-TAKE-DOWN-DATA macro, so that the particle data and random number generator

information were being stored each time the new particle loop was started, and not

only in the cases where the particle was entering a correlated sampling region.

To avoid unnecessary invocation of the correlated sampling macros, in CSnrc,
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AUSGAB is called each time a particle steps across a region boundary. Within AUSGAB,

if the particle has just entered a correlated sampling region, the $CS-TAKE-DOWN-DATA

macro stores all relevant particle information. At this point, a loop within AUSGAB

mimicks the SHOWER subroutine and calls PHOTON and ELECTR as necessary to com-

plete the transport of the particle and all secondaries. Within this loop, the macro

$CS-END-OF-OPTION checks whether or not the transport has been performed for

all geometry options and controls the flags to specify the current geometry option.

Table 3.1 summarizes the three principle macros used in the correlated sampling

algorithm and their functions.

Table 3.1: Summary of the three principle macros inserted in the user-code for the
implementation of the correlated sampling algorithm in EGSnrc.

Macro Description

$CS-FIRST-PARTICLE

Inserted in main routine before call to SHOWER. Takes
down particle information if the particle starts in corre-
lated sampling region.

$CS-TAKE-DOWN-DATA

Located in AUSGAB in a block that is only reached by
particles that have completed a step into a correlated
sampling region. Takes down all particle information and
the state of the random number generator.

$CS-END-OF-OPTION

Inserted in AUSGAB following calls to PHOTON and ELECTR.
Checks to see if one option has finished and increments
flag to signal the next geometry. Exits the loop when
transport for all geometry options is complete.

By calling PHOTON and ELECTR from within AUSGAB, the particle is forced to

be treated as a “new” particle each time it crosses the boundary into a correlated

sampling region. This method allows the particle data to be taken down only at the

end of a step in which the particle has entered a correlated sampling region. In this

way, no part of the particle trajectory is repeated outside of the correlated sampling
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region, and the particle data is only stored once. Furthermore, the correlated sampling

macros are located within either AUSGAB or the main routine of the user-code, therefore

no changes to the EGSnrc system code are necessary. This implementation is possible

with the new EGSnrcMP version of the Monte Carlo code,28 since local variables are

not allocated statically as they were in EGS4 and in previous versions of the EGSnrc

code. This permits recursive invocation of the transport routines PHOTON and ELECTR.

Figure 3.2 shows schematically the correlated sampling implementation in the CSnrc

user-code.

3.4 Benchmarking the correlated sampling code

3.4.1 Comparison to CAVRZnrc

The first step in benchmarking the CSnrc code is to ensure that the cavity dose for

a given geometry option and the ratio of cavity doses for different geometries are

being computed correctly. The accuracy of the cavity doses and the ratios of cavity

doses may be confirmed through comparison with doses computed using the EGSnrc

user-code CAVRZnrc. CAVRZnrc is an existing user-code38 and has been used ex-

tensively for ion-chamber calculations and has been shown to correctly reproduce

experiments.37,72,73 It is also necessary to ensure that the use of correlated sampling

does not preclude the use of existing variance reduction techniques available in the

EGSnrc system, since the gain in efficiency provided by correlated sampling should

not come at the expense of other improvements in the efficiency. To this end, CSnrc

includes the photon splitting technique38,74 employed in CAVRZnrc. Since the trans-

port and scoring is handled differently with and without the use of photon splitting,
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return to SHOWER

−Complete AUSGAB normally

−Increment temporary dose arrays and

Yes
−Take down particle data and state of RNG

$CS−TAKE−DOWN−DATA

(for the first geometry only)

Yes

Is istartcs = 0?

Yes

Return from AUSGAB to SHOWER
NoIs this a CS

region?

or istartcs = 1?
Does iarg = 5?

Call AUSGAB

Call SHOWER

and set istartcs = 1

No

start the next geometry

at the start of the first option

−Restore particle data to the state 

−Increment current option flag to 

No

geometry?
Is this the last

No

Yes

$CS−END−OF−OPTION

Is np > 0?

(weight = 0 stops transport)

set particle weight = 0

return from AUSGAB to SHOWER
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No

 Call PHOTONCall ELECTR

Is q = 0?

−If if does, save particle info in temporary variables
−Check if first particle in a history starts in CS region

$CS−FIRST−PARTICLE

Figure 3.2: Flowchart showing the correlated sampling algorithm implemented in
CSnrc. The primary subroutines involved are the SHOWER routine which controls
particle tranport and the AUSGAB routine which scores dose and makes recursive calls
to the transport routines ELECTR and PHOTON. The placement of the three correlated
sampling macros described in Table 3.1 is also shown.
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the benchmarking tests must verify the accuracy of the code with and without photon

splitting in use.

In the initial stages of benchmarking the CSnrc code, a series of simple test

geometries was used. These consisted primarily of three cylidrical slabs stacked on top

of one another with a beam incident from the top. The various geometries differed in

materials, incident beam and in which slab was designated as the correlated sampling

region. The use of simplistic test cases facilitated debugging during the development

stages of the code.

In order to benchmark the code for realistic situations, seven test geometries

were developed, ranging in complexity from relatively simple in-air ion chamber calcu-

lations, to alanine pellets in a water phantom, to a complete, in-phantom ion-chamber

calculation. The test cases differed in the type of incident beam and in which region

was designated as the correlated sampling region. Table 3.2 provides a brief summary

of the seven realistic test cases.

The correlated sampling code was developed from the CAVRZnrc user-code

and therefore, within their uncertainties, the two codes should give the same cavity

doses for a given geometry. In order to compare the CSnrc results to those from

CAVRZnrc, the individual cavity doses for each geometry must be accurately com-

puted. CSnrc was executed for each of five test examples (cases A-E) and the cavity

dose for each geometry option as well as the ratio of the doses for the two geome-

tries was read from the output file. (The final two test cases, F and G, could not

be compared to CAVRZnrc since it cannot handle a rectangular phantom geometry.)

CAVRZnrc was then executed twice for each of the five test cases, once for each ge-

ometry option. The cavity dose output by CAVRZnrc was compared to the cavity

dose from CSnrc for the corresponding geometry option. In each of the five cases, the
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Table 3.2: Description of the seven test cases used to benchmark the CSnrc code.
The region that changes materials is the correlated sampling region. All phantom
calculations use a 10x10 cm2 beam. The fractional increase in time for the additional
geometry, α, and the correlation coefficient, ρ, are also shown.

Label Description α ρ

A
Alanine pellets, 5 cm deep in a cylindrical water phan-
tom, in a 60Co beam. Alanine is replaced by water for
the 2nd geometry.

0.018 0.97

B

Thimble chamber, free in air, with an aluminum cen-
tral electrode and either aluminum or graphite walls,
0.5 g/cm2 thick. A 60Co beam is incident from the side
and the dose is scored to the air cavity.

0.98 0.19

C
Same as in B, but chamber walls are graphite and the
electrode is either graphite or aluminum.

0.099 0.91

D Same as in C, but the incident beam is a 10 MeV electron
beam.

0.079 0.92

E
Thimble chamber with 60Co beam incident from side. A
0.05 g/cm2 wall is either graphite or aluminum and there
is a graphite build-up cap to achieve full build-up.

0.69 0.26

F

Same chamber as in B, but the chamber (with no build-
up cap) is placed 10 cm deep in a 30 cm cubic water
phantom and the incident beam is a 10 MV photon beam.
The wall material changes from graphite to water.

0.070 ∗ 0.36

G
Cylindrical Al2O3 pellet, 2 mm in length and having a
radius of 0.564 mm. The pellet is 10 cm deep in a 30 cm
cubic water phantom and the incident beam is 60Co.

0.0035 ∗ 0.75

∗ α is calculated from CSnrc calculations with only one geometry since
CAVRZnrc cannot handle this geometry.
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cavity doses from the two codes agree to within 0.07%, with an average difference of

0.03%. The statistics on the cavity doses themselves range from 0.02% to 0.06%.

Since the primary use of the correlated sampling code is to compute ratios

of doses for different geometries, the dose ratios computed using CSnrc were also

compared to the ratios of cavity doses computed using CAVRZnrc. In this case, the

dose ratio and its associated uncertainty was read directly from the CSnrc output

file. In the case of CAVRZnrc, the ratio of cavity doses was computed manually from

the cavity doses computed during each of the two executions of the code. In this

case, the uncertainty on the dose ratio was determined as the sum of the squares of

the individual dose uncertainties. The percent differences between the dose ratios

from the two user-codes are shown in Fig. 3.3, with and without photon splitting

as an added variance reduction technique. The comparison cannot be made for the

last two test cases, F and G in Table 3.2, since CAVRZnrc does not support the

use of a rectangular phantom geometry. The tests show that there is good agreement

between the dose ratios calculated using CSnrc and those calculated using CAVRZnrc.

Furthermore, the dose ratios show agreement both with and without photon splitting

as an additional variance reduction technique. This indicates that the dose scoring

and handling of transport for multiple geometries has been correctly implemented in

CSnrc.

3.4.2 Verification of statistical uncertainties

In addition to verifying the agreement between CSnrc and CAVRZnrc for the dose

ratios, the statistics on the dose ratios computed using CSnrc must be verified to

ensure that they are being correctly determined. In order to properly compute the
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Figure 3.3: The percent difference between the dose ratios computed using CSnrc
and those from CAVRZnrc. The uncertainty on the percent difference is computed
using standard error propagation techniques. The results are shown for five test
geometries discussed in the text and are shown with and without photon splitting
as an additional variance reduction technique. The two test geometries that use a
rectangular phantom are not included here as this geometry is not supported by
CAVRZnrc. All calculations used AE = 521 keV.
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uncertainty on the ratio of correlated quantities, according to Eq. 3.9 an additional

scoring array must be used to sum over the product xiyi required for the covariance

calculation, shown in Eq. 3.10. The uncertainty on the dose ratio is then computed

according to Eq. 3.9, where all of the other quantities required are already being

scored for the uncertainty estimates on the individual cavity doses. The sum over

xiyi also permits the estimation of the correlation coefficient, (given by Eq. 3.11,

page 39) at the end of the simulation.

The validity of the uncertainty estimates on the dose ratios was verified using

a χ-squared statistical test. For a series of n independent simulations, the χ2 per

degree of freedom is computed using:

χ2

df
=

1

n− 1

n∑

i=1

(Ri −R)2

s2
Ri

, (3.12)

where Ri = xi/yi is the ratio computed in simulation i, sRi
is the estimated un-

certainty on Ri, and R is the ratio, averaged over all n simulations, as decribed by

Eq. 3.3:67

R =

∑n
i=1 xi∑n
i=1 yi

. (3.13)

If the uncertainty on the dose ratio is being estimated correctly, χ2/df should

be ≈1. If the uncertainty has been underestimated, χ2/df À 1, whereas χ2/df ¿ 1

indicates an overestimation of the uncertainty.

For each test case, the ratio of the doses to the cavity for two correlated

geometries was computed for 20 independent runs using CSnrc. The χ2 per degree

of freedom was computed in each case and is plotted in Fig. 3.4 along with the 68%

and 95% confidence limits. As expected, for all tests, χ2/df ≈1, and the scatter of

points about χ2/df = 1 shows that there is no systematic error in the calculation of

the statistics on the dose ratios. The plot shows a slightly higher number of points
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outside of the 68% and 95% confidence limits than expected, with 1 in 7 falling outside

the 95% line and 3 in 7 falling outside the 68% line. If the five additional simple test

cases are included, these fractions change to 3 in 24 and 11 in 24 respectively. All

calculations were performed with a low electron energy cutoff AE of 521 keV and both

with and without photon splitting. Where splitting was used, the splitting number

was 130.
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Figure 3.4: Plot showing the χ2 per degree of freedom computed for 20 independent
runs used to compute the ratio of doses for two correlated geometries in the 7 realistic
test cases. The dashed lines show the 68% and 95% confidence limits for the χ2

distribution. A χ2/df ≈ 1 indicates accurate estimates of the statistics on the dose
ratios. The calculations were performed with (open circles) and without (solid circles)
photon splitting as an added variance reduction technique.
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3.4.3 Efficiency gains

Photon splitting

It is instructive to first consider the gain in efficiency due to the use of the photon

splitting technique. In photon splitting, the macro $SELECT-PHOTON-MFP replaces the

subroutine PHOTON for transport. The algorithm works by splitting each photon into

nsplit photons of weight wo/nsplit, where nsplit is the splitting number specified in the

input file and wo is the initial weight of the photon. The number of mean-free paths

λi to the next interaction of the ith photon is sampled to give a uniform distribution

of interaction sites. In all cases, λi+1 > λi and only transport between λi and λi+1 is

required in going from the interaction sites of photons i and i+1. When a split photon

interacts, all resulting scattered photons are killed with a probability of 1/nsplit and

the original photon is re-created at the interaction site with probability 1/nsplit. The

photon splitting algorithm is described in greater detail elsewhere.38,74

The photon splitting technique employed in EGSnrc has been shown to in-

crease the efficiency of calculations by up to a factor of 5.74 In CAVRZnrc, the gain is

less, and photon splitting improves the efficiency by up to a factor of 3.38 However a

systematic study of the efficiency gain due to photon splitting using EGSnrc has not

been conducted. It is therefore of interest to investigate the gain from photon split-

ting using CSnrc for the ion-chamber calculations of interest in the study of correction

factors.

The efficiency, ε, of a Monte Carlo calculation is inversely proportional to

the total computation time T and the estimated variance s2 of the quantity being

calculated:

ε =
1

s2T
. (3.14)
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The efficiency gain provided by a variance reduction technique compared to a con-

ventional calculation is defined as the ratio of the efficiencies of the two methods.

Typically, the efficiency gain due to photon splitting is dependent on the split-

ting number, the geometry and the calculation parameters. Figure 3.5 shows the

efficiency gain from photon splitting for three distinct situations using CSnrc. Two of

the cases use CSnrc to calculate the central electrode correction factor for an NE2571

chamber at a depth of 10 cm in water for different photon energies. The calculations

with an input 60Co spectrum show a gain of almost a factor of 3 due to photon split-

ting, whereas the gain is only about half as much when using an 18 MV beam. The

third case calculates the ratio of the dose to an Al2O3 pellet at 10 cm depth in a

water phantom to the dose to water at that point in the phantom in a 60Co beam.

Figure 3.5 demonstrates the sharp increase in efficiency going from no splitting to the

use of photon splitting in a calculation. For the cases studied here, for higher splitting

numbers the efficiency gain reaches a plateau. In other cases, the gain may reach a

clear maximum before decreasing with higher values of nsplit. Since the value of nsplit

for which the gain is a maximum is very much case specific, it should be optimized

for any geometry that will be used extensively.

Gain from correlated sampling

The efficiency gain achieved by the correlated sampling technique is determined rel-

ative to the efficiency of the calculation using CAVRZnrc, since this is the code from

which CSnrc is developed. Since CAVRZnrc requires two independent executions in

order to compute a dose ratio, the dose ratio computed in this way is for two un-

correlated cavity doses. Using the formalism of Ma and Nahum64 (with an obvious
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Figure 3.5: The efficiency gain due to the photon splitting variance reduction tech-
nique as a function of the splitting number. The calculations are all performed using
the CSnrc code and are computing a ratio of doses. In two cases the quantity being
calculated is the central electrode correction factor for an NE2571 chamber and in
the third case it is the ratio of doses between an Al2O3 pellet and water in phantom.
All calculations are at 10 cm depth in a water phantom.
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correction), the efficiency gain, G, of CSnrc relative to CAVRZnrc, is given by:

G =
k

1 + α(k − 1)

s2
uncorr

s2
corr

, (3.15)

where k is the number of geometry options begin considered in a single execution

of CSnrc, α is the fractional increase in computing time for each geometry option

beyond the first one, and suncorr and scorr are the uncertainty estimates on the dose

ratios for the uncorrelated (CAVRZnrc) and correlated (CSnrc) cases, respectively.

This assumes that for the same number of histories, the computation time required

for an independent run of a single geometry is the same for each of the geometry

options. This assumption was investigated using CSnrc by executing CSnrc for only

one geometry in a single run and comparing the execution times for two different

runs. This was investigated for several of the test geometries shown in Table 3.2. For

two similar geometries (varying only by the material in certain regions), the execution

times agreed to within 10% and were typically in agreement at the 1-2% level.

For the test cases considered here, values of α vary from 0.004 to 0.98 and are

shown in Table 3.2. As expected, for geometries in which the source is incident directly

upon the correlated sampling region, α is large since the entire history is repeated

and there is no savings in time. Conversely, for in-phantom calculations, where large

parts of the particle trajectories are outside of the correlated sampling region and are

only transported once, α is very small. In order to include the rectangular phantom

geometries, which cannot currently be computed using CAVRZnrc, α is computed by

comparing the computation times for a CSnrc calculation using two geometries to a

CSnrc calculation with correlated sampling turned off (ie. only a single geometry).

Compared to CAVRZnrc, CSnrc used with no correlated sampling takes slightly longer

due to several conditions in the code that are used to verify whether or not correlated

sampling is being used. For the geometries considered here that can be used with both
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codes, CSnrc took between 3% and 10% longer than CAVRZnrc for a dose calculation

in a single geometry.

The efficiency gain is expected to increase as the degree of correlation increases.

For the seven realistic test cases described in Table 3.2, Fig. 3.6 shows the gain in

efficiency of CSnrc over CAVRZnrc as a function of the correlation coefficient, ρ. As

expected, the gain increases with increasing ρ. Each of the calculations was performed

using only two geometry options (ie. k = 2). A further gain, up to a factor of 3 above

the gains shown in Fig. 3.6, can be achieved when executing CSnrc with as many

as ten geometry options, since, as k increases in Eq. 3.15, there is greater savings in

computation time as more geometries are considered.

Figure 3.6 shows that for cases that show a reasonable degree of correlation,

the efficiency gains vary between 8 and 64. Ma and Nahum64 report typical efficiency

gains of 10 to 100 for a single additional geometry using a thimble chamber geometry.

Similarly, Holmes et. al.63 report mean efficiency gains of 2 to 200 for electron-beam

calculations. More recent calculations by Hedtjärn et. al.66 also show efficiency gains

between 10 and 100 for most cases. For some very simple slab geometries that show

a high degree of correlation (ρ =0.996), the gain is as high as a factor of 400 using

CSnrc.

3.4.4 Comparison to EGS4

A previous investigation using the EGS4 correlated sampling code, studied the effect

of the central electrode on the response in an NE2561 ionization chamber as a function

of the incident electron energy.75 The CSnrc code should reproduce this earlier study

with similar efficiency gains and results since the CSnrc algorithm is developed from
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Figure 3.6: Gain in efficiency achieved by CSnrc compared to CAVRZnrc, as a func-
tion of the degree of correlation between geometry options. The efficiency is computed
for the calculation of the ratio of doses to the cavity for two geometry options. The
calculations are performed using photon splitting with a splitting number of 130. The
labels refer to the test geometries in Table 3.2.
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the algorithm used with the EGS4 code.

In accordance with the study by Ma and Nahum,75 a modified NE2561 geom-

etry is used and the chamber is modeled to have a wall thickness of 0.090 g/cm2, with

a sensitive air cavity 9.0 mm in length and having a diameter of 7.4 mm. The central

electrode is hollow and has an outer diameter of 1.76 mm and an inner diameter of

1.4 mm, with a length of 6.4 mm. The chamber was placed in air, with a broad,

parallel beam of monoenergetic electrons incident from the side. All calculations use

AE = 521 keV and a photon cutoff energy of AP = 1 keV. The EGS4 calculations

are also repeated using an existing version of the EGS4 code, using the same calcu-

lation parameters and with the maximum fractional energy loss for an electron step,

ESTEPE, set to 0.04 in order to match the value used by Ma and Nahum in their

study.

CSnrc was used to compute the ratio of the cavity dose with an aluminum

electrode, DAl, to the cavity dose with a graphite electrode, Dgr. Figure 3.7 shows

the ratio DAl/Dgr for the NE2561 chamber as a function of incident electron energy for

monoenergetic beams. As expected, the presence of the aluminum electrode increases

the ionization in the chamber, except at very low energies, where the electrons cannot

penetrate the aluminum electrode. The figure shows close agreement between the

CSnrc calculations and the current EGS4 calculations. The EGSnrc calculation for

the two electrode materials provided a gain in efficiency of, on average, 15.1 over

the same calculation using CAVRZnrc. This is comparable to an average gain of

17.0 achieved by the current EGS4 calculations compared to CAVRZ. For the CSnrc

calculations, the gain varied from 12.8 at 0.8 MeV to 16.9 at 25 MeV. The correlation

coefficient varied from 0.87 to 0.90 over the same energy range. Changes in the EGS4

code since the time of their work may account for some of the differences seen between
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the Ma and Nahum results and the current EGS4 calculations. These changes in EGS4

altered the sampling routines for the Møller cross-sections and were shown to have

noticeable impact on the results for certain applications using high-energy electron

beams.76
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Figure 3.7: Ratio of dose to the gas for an NE2561 chamber with an aluminum central
electrode versus that with a graphite electrode, DAl/Dgr, as a function of incident
electron energy. The present calculations are performed using monoenergetic electron
beams with AE = 521 keV, AP=1 keV and a splitting factor of 130. The points from
Ma and Nahum are digitized from Figure 5 of their paper.75

3.5 Summary

This chapter describes a new user-code for the EGSnrc system that uses a corre-

lated sampling variance reduction technique to improve the efficiency of ion chamber
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calculations. The code was extensively benchmarked against the existing user-code

CAVRZnrc and against an earlier correlated sampling code used with the EGS4 sys-

tem. Tests show gains in efficiency between a factor of 8 and 64 for some realistic

test cases. The application of CSnrc user-code to ion chamber calculations will be

described in greater detail in Chapters 5 through 7 in relation to the calculation of

ion chamber correction factors.
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Chapter 4

Systematic uncertainties

Every Monte Carlo calculation has an associated statistical uncertainty. This uncer-

tainty represents the precision with which the quantity of interest is calculated. The

statistical uncertainty is a function of the number of histories being simulated, N ,

and decreases as 1/
√

N . Conversely, the accuracy of a Monte Carlo calculation is

determined by the transport physics and the cross section distributions used. It is

possible to verify the physics by performing a calculation for a situation that satisfies

the Fano theorem57 and can be computed analytically. EGSnrc is the only Monte

Carlo system shown in this way to be accurate to within 0.1%, with respect to its

own cross-sections.36,37 The accuracy of a Monte Carlo code must be with respect to

its cross-sections, since these data could be flawed, but such errors would not show

up in a self-consistent check. There has been sufficient comparison with experiment

that shows good agreement between Monte Carlo results and measured values, that

one does not expect glaring inconsistancies in the cross-sections. Despite this, a

Monte Carlo calculation is only as accurate as its cross-sections and therefore there

are systematic uncertainties inherent in the simulations.

62
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4.1 Photon cross sections

4.1.1 Variations in photon cross-sections

A potential source of inaccuracies in the Monte Carlo calculation is from the cross-

section databases that are used to generate the material data. EGSnrc relies upon a

stand-alone utility program, PEGS4,27 to generate much of the material cross-section

data for the simulations. PEGS4 uses a set of inputs in order to generate cross-section

data for a given element or compound over the energy range specified by the user.

The user creates a data file containing the cross-section information for all of the

materials involved in a given simulation. For certain interaction cross-sections, PEGS4

determines the cross-section information by interpolation of existing data tables and

for compounds, combines these to produce an overall data set for that material. If

there are errors within the cross-section database used to generate the material data

for EGSnrc, there will be an underlying systematic uncertainty in all of the simulations

using these materials.

Studies that calculate photon cross-sections estimate the uncertainty on these

values to be on the order of 1% for the materials and energies of interest in this

work.77,78 CSnrc includes a feature that allows the user to vary the photon cross-

sections for each medium in the geometry. This feature is taken from CAVRZnrc

which already has this capability.73 By forcing the cross-sections to vary by a known

amount, it is possible to estimate the uncertainty in a given calculated quantity due

to uncertainty in the cross-sections.

In order to investigate the effect of uncertainty in the photon cross-sections

on calculations of the wall correction, CSnrc is used to calculate Pwall for an NE2581
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chamber in a 60Co beam. The chamber is placed at a depth of 10 cm in a water

phantom and the cross-sections are varied by up to 5% in either direction from the

tabulated values in the EGSnrc system. Figure 4.1 shows Monte Carlo calculated

values of Pwall as a function of the percentage change in the cross-section data. As

shown later, this chamber has one of the largest calculated values of Pwall. If the cross-

sections for all of the media within the geometry are varied by the same amount, there

is no noticeable change in the value of Pwall since a ratio of quantities is being cal-

culated and therefore uniform errors in the cross-section data cancel out. However,

when only the cross-section for the A-150 wall is changed, there is nearly a 0.4%

change in the value of Pwall for a 1% change in the cross-section data. In this case,

since the A-150 wall is only present in one geometry, the effect of the cross-section

change shows up in the dose ratio since it is being compared to a water wall geometry,

where the cross-sections are unchanged. Calculations were also performed by decreas-

ing the cross-sections by the same magnitudes as the increases shown in Fig. 4.1 and

the magnitude of the effect on Pwall was seen to remain the same. (ie. For a 1%

decrease in the photon cross-section of A-150, Pwall increases by nearly 0.4%.)

Figure 4.2 shows the dose to the cavity for the same calculation described

above as a function of the change in the cross-sections. In this case, when only the

A-150 cross-sections are changed, there is less effect than when the cross-sections are

varied uniformly for all of the media in the simulation. When all of the cross-sections

are changed by 1%, there is a 0.7% change in the dose to the cavity. For the case where

only the A-150 cross-section is altered by 1%, this effect is 0.4%. Figures 4.1 and 4.2

demonstrate that the effect of uncertainty in the photon cross-sections is dependent

on the final quantity being calculated. For Pwall, it is estimated that the uncertainty

due to the 1% uncertainty in the cross-sections is up to 0.4%. By a similar method,
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Figure 4.1: Pwall as a function of the percentage change in photon cross-sections for
an NE2581 chamber in a 60Co beam. The cross-sections were varied manually using a
feature in the CSnrc code. Two situations are shown: one in which the cross-section
data were varied by the same amount for all materials in the simulation and a second
one in which only the cross-sections for the A-150 wall material were varied.
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Mainegra et. al. found that the uncertainty on calculated Pwall values for parallel-

plate chambers was 0.14% for a 1% uncertainty in the graphite cross-section.73
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Figure 4.2: Dose to the cavity in an NE2581 chamber as a function of the percentage
change in photon cross-sections in a 60Co beam. The cross-sections were varied man-
ually using a feature in the CSnrc code. Two situations are shown: one in which the
cross-sections are varied for all of the materials in the simulation and one in which
only the A-150 cross-section is varied.

4.1.2 Variation between databases

Another issue worth investigating is the effect of using one cross-section database

over another. The default photon cross-section database used in EGSnrc is data from

Storm and Israel.79 More recent photon cross-sections from the National Institute of

Standards and Technology (NIST) XCOM database80 improve upon the Storm and
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Israel data, particularly for low energies, where the photoelectric effect is of greater

importance. The XCOM cross-section data have recently been implemented into

EGSnrc.37 For the energies of interest here (> 1 MeV), there is little difference ex-

pected between the results using the two databases, since the differences lie primarily

in the photoelectric effect cross-sections and are significant at lower energies. Seunt-

jens et. al.37 showed that at lower energies there were significant differences in both

chamber response and mass energy absorption coefficients, dependent on the specific

materials being used. Despite the similarities between the cross-section databases for

the energies used here, for completeness, it is worthwhile to investigate the effect of

using the XCOM database instead of the default EGSnrc cross-sections.

Figure 4.3 shows mass energy absorption ratios for three chamber wall materi-

als relative to water. These are used when computing Pwall from the Almond-Svensson

formula (Eq. 2.5). The mass energy absorption coefficients are computed using the

EGSnrc user-code g, and are averaged over the photon energy spectrum at the point

of interest. The input spectra are computed using the user-code FLURZnrc to deter-

mine the photon energy spectrum on the central axis at 10 cm depth in water for each

of the incident photon beams. The incident photon beam spectra are taken from pre-

viously published spectra45,47 described in Table 1.2. Figure 4.3 compares the mass

energy absorption ratios computed using the FLURZnrc and g user-codes with the

Storm and Israel cross-sections to the ratios calculated using the XCOM database.

As expected, for the materials and energies considered here, there is no significant

difference between calculations using the two sets of material data. Changes in the

cross-sections can also change the calculated beam quality specifier %dd(10)x, how-

ever given the good agreement between the calculations using the two databases, one

does not expect noticeable changes in %dd(10)x in this case. The values of %dd(10)x
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used in Fig. 4.3 are taken from Kalach and Rogers.49 Figure 4.3 also shows the mass

energy absorption ratios used in the TG-51 protocol which are taken from the calcu-

lations of Cunningham done for TRS-277 using the techniques described elsewhere.81

These show good agreement with the EGSnrc values except for at a few points, where

they differ from the EGSnrc values by up to 0.3%. This agreement will be important

in the discussion of Pwall for thimble chambers in Chapter 6.
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Figure 4.3: Ratios of mass-energy absorption coefficients for three chamber wall
materials relative to water. The EGSnrc calculations are performed using photon
spectra at 10 cm depth in a 10x10 cm2 field as calculated with FLURZnrc and the
user-code g with both the XCOM80 and Storm and Israel79 cross-section databases and
a cutoff energy AE = 521 keV. These are compared to the values from Cunningham81

used by the TG-51 protocol. The statistical uncertainty on two sets of EGSnrc
calculations is of the same magnitude, but for clarity, only one set of error bars is
shown.

4.1. PHOTON CROSS SECTIONS



69

Given the close agreement between the mass-energy absorption coefficients

using the XCOM and the Storm and Israel databases for the materials and energies

of interest to this work, there is no uncertainty expected in any of the calculations

relating to the use of one databases instead of the other. Most of the subsequent cal-

culations in this work are performed using the XCOM database, with the exception of

the central electrode correction factors discussed in Chapter 5, which were calculated

prior to the widespread implementation of the XCOM database in EGSnrc and are

calculated using the Storm and Israel values.

4.2 Electron cross-sections

In addition to uncertainties arising from the photon cross-sections as discussed in the

preceeding section, there are also systematic uncertainties associated with the electron

cross-sections used in the simulations. These uncertainties impact the accuracy of

the restricted stopping-powers ratios used in the calculations. Accurate knowledge of

the stopping-power ratios is important in the calculation of the dosimetry correction

factors investigated in the current study and will be of particular importance in the

discussion of Pwall values for thimble chambers in Chapter 6. In that chapter, EGSnrc

calculations of Pwall will be compared to the standard formalism, which makes use

of the Spencer-Attix restricted, mass-collision stopping power ratios,
(
L/ρ

)med1

med2
. In

a Monte Carlo simulation, errors in the stopping powers for a given material would

impact the electron transport within that medium.
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4.2.1 Mean excitation energy

The stopping-powers and stopping-power ratios are dependent on the mean excitation

energies for each material, I, which are weighted, geometric averages of the excitation

energies of each medium. The weighting factor depends on both the physical state

and the electronic structure of the material. For many materials, it is necessary to

determine the mean excitation energy from experimental data. Very often, this is

done by inferring I from stopping-power or range measurements, since it cannot in

general be computed as accurately from atomic theory. For graphite, a commonly

used material in ionization chambers, there is evidence that the value of the mean

excitation energy requires further investigation. The ICRU Report 3782 uses a value

of I = (78 ± 7) eV for graphite, based on experimental data for proton stopping

powers at high energies. More recent experiments83 yield much lower uncertainty on

I and suggest a value of I = (86.9± 1.2) eV for graphite.

Changing the value of I implies a change in the calculated stopping-power

ratios, and calculations using EGSnrc show the effect on calculated dose ratios. Ta-

ble 4.1 shows the ratio of doses for a graphite-walled chamber to an aluminum-walled

chamber for the two values of I for graphite discussed above in a 60Co beam. The

chamber in this case was modeled after the experimental set-up of Nahum et. al.84

The experimental dose ratio reported by Nahum et. al. is shown for comparison and

is seen to fall between the two ratios calculated using EGSnrc with different I values.

For the two EGSnrc calculations, the difference in the dose ratios, due to the change in

I-value, is 1.2% or 1.3% depending on the density effect correction (discussed below).

Further to this comparison, the cavity dose was computed for an aluminum

chamber having varying thicknesses of a graphite dag layer on the inner wall and

4.2. ELECTRON CROSS-SECTIONS



71

Table 4.1: Comparison of dose ratios of the chamber response in a 60Co beam for a
chamber with an aluminum wall to that with a graphite wall, DAl

air/D
gr
air. The values

are from the experimental data of Nahum et. al.84 and CAVRZnrc calculations.
The experimental data has been corrected for impurities in the aluminum and the
CAVRZnrc values were computed using a density correction and a mean excitation
energy for graphite as indicated.

Source of dose ratio DAl
air/D

gr
air

Nahum et. al. 1.094 ± 0.003

CAVRZnrc (I = 78 eV, ρ = 1.7 g/cm3) 1.1024 ± 0.0004

CAVRZnrc (I = 86.8 eV, ρ = 1.7 g/cm3) 1.0890 ± 0.0004

CAVRZnrc (I = 78 eV, ρ = 2.265 g/cm3) 1.1017 ± 0.0004

CAVRZnrc (I = 86.8 eV, ρ = 2.265 g/cm3) 1.0870 ± 0.0004

was compared to the dose to a pure graphite walled chamber in a 60Co beam. The

thickness and composition of the dag layer was varied according to the experimental

procedure of Nahum et. al.84 Figure 4.4 shows the effect of changing the value of I on

the comparison to the measured data from Nahum et. al. Figure 4.4 shows that if the

chamber responses are computed for I = 86.8 eV, the ratios of chamber responses are

shifted from the previous values computed using I = 78 eV. As in the case of the pure

aluminum wall, the experimental dose ratios for the thin dag layers lie between the

two curves calculated for the different I values. This suggests that the discrepancy

between the Monte Carlo and the experiment may be accounted for, at least in part,

by lack of knowledge of the correct stopping powers.

Changes in the value of I for graphite will affect the calculation of correction

factors described in subsequent chapters. While these effects were not explicitly

investigated for the central electrode and wall correction factors, Mainegra et. al.

estimated that a 4.5% change in the I value for graphite would result in a 0.24%
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Figure 4.4: The effect of changing the mean excitation energy, I, of graphite, on the
relative dose ratio for a chamber having a pure graphite wall to a chamber having
an aluminum wall lined with a thin graphite dag layer. The experimental data from
Nahum et. al.84 are shown as the solid triangles. The CAVRZnrc results were com-
puted using AE = 512 keV and used a density of 1.70 g/cm3 for the density-effect
correction in the graphite wall.
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uncertainty in Pwall.
73 They used a value of 4.5% for the uncertainty in I since this

is the value inferred from the stated uncertainties in the ICRU Report 37.82 The

change from an I value of 78 eV to a value of 86.8 eV is an 11% change, and therefore

it is reasonable to expect that the effect on Pwall of this change in I value would be

significantly higher than 0.24%.

4.2.2 Electron density effect

Stopping powers are also sensitive to the density-effect correction used in the calcu-

lation. As a charged particle moves within a medium it causes the polarization of

atoms in the medium, which in turn decreases the electromagnetic field acting on

the particle, thereby reducing the stopping power. This effect is more evident in

dense materials and has a greater impact on the stopping power at high energies. For

certain materials, there is some dispute as to the density that should be used when

applying the density correction. In the case of graphite, which is a porous and highly

inhomogeneous material, the bulk density of 1.7 g/cm3 used in ICRU Report 37 dif-

fers significantly from the grain density of 2.265 g/cm3. It is not obvious which value

of the density correction should be used since the theory is intended for homogeneous

media, however recent experimental evidence supports the use of the grain density

(2.265 g/cm3) when computing the density effect.85,86 Also, Zeng et. al. got better

agreement with experiment when calculating the ratio of the dose to alanine to that

in water by using the grain density of the alanine rather than the bulk density.87

Using the geometry of Nahum et. al.84 used in the previous section for the

pure aluminum and graphite-walled chambers, the effect of the density correction

is investigated. Table 4.1 shows the dose ratios for the aluminum to the graphite
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chamber for two values of the mean excitation energy and for density effect corrections

using both the grain density and the bulk density of graphite. For both values of I,

the effect of using one density effect in place of the other is less than 0.2% and is

much less than the variation in the dose ratio due to changes in I.

4.2.3 Cutoff energy, ∆

Calculated values of the restricted stopping power are also dependent on the choice of

cutoff energy, AE, used in the calculations. In these calculations, AE is total energy

of a charged particle, including the rest mass and the kinetic energy. The kinetic

energy corresponds to the parameter ∆ in the Spencer-Attix theory, that is the lower

energy used in obtaining the spectrum-averaged stopping powers. The value of ∆ is

related to the size of the cavity and is generally taken to be the kinetic energy of an

electron that can just cross the cavity.

Table 4.2 shows the restricted stopping power ratios for graphite and alu-

minum, relative to air for three different values of ∆. The stopping power ratios

are computed using the user-code SPRRZnrc with a user-specified value of the cutoff

energy. Three values of ∆ are chosen: 1 keV, 10 keV and 16 keV. Both 1 keV and

10 keV are commonly used values of AE in Monte Carlo calculations. Furthermore,

dosimetry protocols traditionally use a value of ∆ = 10 keV.6 In primary standards

labs, ∆ is typically dictated by chamber size. In this case, ∆ can be related to the

lowest energy of electrons that can just cross the cavity. This is accomplished by

computing the mean chord length given by l = 4V/S where V is the volume of the

air in the cavity and S is the surface area of the cavity. The value of ∆ is then the

electron energy for which the CSDA range is equal to the mean chord length. For a
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typical thimble chamber, having an inner diameter of 6.30 mm and a cavity length of

2 cm, this method gives ∆ = 16 keV.

Table 4.2: EGSnrc calculated values of restricted stopping-power ratios,
(

L
ρ

)med

air
(∆ =

AE − 511 keV ), for three values of the electron energy cutoff. All quantities were
computed using a 60Co spectrum described elsewhere45 and a photon energy cutoff,
AP , of 1 keV. The statistical uncertainties in the stopping-power ratios are less than
0.009%.

medium AE (keV)
(

L
ρ

)med

air

Al 512 0.8205

521 0.8612

527 0.8654

graphite 512 1.0069

521 1.0018

527 1.0012

Table 4.2 shows that there is a large effect on the stopping power ratio by using

∆ = 1 keV. However, ∆ = 1 keV is much lower than the cutoff energy applicable to the

Spencer-Attix cavity theory and is therefore not a realistic value of the cutoff for the

chambers being studied here. Such a low ∆ value is only included for completeness

since a cutoff energy of AE = 512 keV is often used in ion chamber calculations.

The cutoff energy includes the rest mass of the electron and therefore a 512 keV

cutoff corresponds to ∆ = 1 keV. This value of AE would not normally be used

in the stopping power calculation. However, there is still a significant variation in

the stopping power when considering only the commonly used values of 10 keV and

16 keV, where for aluminum there is a 0.5% difference. For consistency with the
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dosimetry protocols, all stopping power ratios calculated in this work use ∆ = 10 keV.

Since this is the commonly accepted value this will not be included in the overall

uncertainty estimate on the results, but the results presented here indicate the need

for further investigation into the correct value of ∆ to be used.

Using the commonly used value of ∆ = 10 keV, it is possible to compare values

of the stopping power ratio computed using EGSnrc to those used in the dosimetry

protocols. Figure 4.5 shows the restricted stopping power ratios for three wall materi-

als (polymethylmethacrylate(PMMA), graphite(gr) and C-552 air equivalent plastic)

to air for EGSnrc calculations using the XCOM photon cross-section database. The

stopping powers were computed using the SPRRZnrc user-code with an electron en-

ergy cutoff of 521 keV. The calculations compute the stopping power ratio of wall

material to air for a 0.5 cm thick slab of material along the central axis (radius equals

0.2 cm) at a depth of 10 cm in water. The stopping power ratios in Fig. 4.5 are plotted

as a function of %dd(10)x in water, taken from Kalach and Rogers49 for the photon

beam spectra47 described in Table 1.2. The EGSnrc values are shown in comparison

to the values used by the TG-51 protocol. As with the mass energy absorption co-

efficients shown in the previous section, there are no significant differences between

the EGSnrc values and those used by TG-51.

The choice of cutoff energy may also be expected to affect ion chamber cal-

culations, particularly in electron beam simulations where small geometrical regions

are being considered. Of the chambers studied here, the Markus chamber has the

thinnest front wall and therefore the effect of the electron cutoff energy, AE, on the

value of the wall correction was studied for this chamber. At the low electron ener-

gies, the maximum change in Pwall for the Markus chamber was 0.3% when changing

from AE = 521 keV to AE = 512 keV and was typically smaller. As will be shown
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Figure 4.5: The restricted stopping power ratios for three chamber wall materials
relative to air. The EGSnrc calculations are performed using the SPRRZnrc user-code
with a cutoff energy AE = 521 keV and the XCOM cross-section database. These
are compared to the stopping power ratios currently used by the TG-51 protocol.
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in Chapter 7, these effects are much smaller than the wall correction factors for this

chamber in electron beams.

4.3 Summary

Systematic uncertainties in the photon and electron cross-sections will affect the cal-

culations of correction factors. These effects are expected to be larger for the wall

correction factor than for the central electrode correction since in the latter case, only

the material of the central electrode changes from one geometry to the other. Uncer-

tainties in the cross-section data for the wall material would most likely cancel out in

taking the dose ratios, and the contribution to the cavity dose from the electrode is

smaller than that from the wall.

In the case of the wall correction factor, Section 4.1.1 describes the effects

of a 1% uncertainty in the photon cross-sections on the value of Pwall. The current

studies, along with those from Mainegra et. al.73 suggest an uncertainty on Pwall

between 0.14% and 0.4% depending on the material being considered. The other

significant contributing factor to the uncertainty in Pwall comes from the uncertainty

in the mean excitation energy, I, of graphite. Using the value from Mainegra et. al.73

based on the stated uncertainty of the I value by the ICRU,82 this is estimated to

lead to a 0.24% uncertainty in Pwall, although this may be higher if the value of I

is changed from its present value of 78 eV. Summing these effects in quadrature, the

systematic uncertainty on Pwall is between 0.28-0.46% due to uncertainties in the

cross-sections.

4.3. SUMMARY



Chapter 5

Pcel in high-energy photon and

electron beams

The presence of a central electrode in a thimble chamber affects the measured ion-

ization within the cavity. The central electrode correction factor Pcel is defined as

the ratio of ionization in the chamber containing no electrode to that in the chamber

containing the electrode. Since the design of ion chambers does not permit mea-

surements without the central electrode, Pcel must be determined through Monte

Carlo calculations, although experiments comparing the effects of different types of

electrodes are possible. This chapter describes CSnrc investigations of the central

electrode correction factor for graphite and aluminum electrodes.

CSnrc is ideal for calculating the central electrode correction since the only

part of the simulation geometry that must be changed is the material of the central

electrode. Since only the central electrode changes from one geometry to another,

the geometries used in the calculation of Pcel maintain a high degree of correlation,

leading to potentially large gains in efficiency from using CSnrc.

79
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The CSnrc calculations of Pcel specify the electrode as the correlated sampling

region. Three geometry options are used: no electrode (or an air electrode), an

aluminum central electrode and a graphite electrode. The code outputs the ratio

of the doses to the cavity for each of two electrode cases against the no electrode

geometry, giving values of Pcel. Figure 5.1 shows the three geometries used in the

CSnrc calculation. Only the material within the central electrode changes from one

geometry to the next.

By the definition of Pcel given above, the dose to the cavity with either the

graphite or aluminum electrode should be compared to the dose to a cavity that does

not have an electrode. In that case, the cavity would be larger, since it would include

the volume otherwise occupied by the central electrode. In the execution of the code,

this implies that the geometrical regions comprising the electrode would have to be

included as cavity regions for the geometry option with no electrode, but would not

be a part of the cavity for the cases where an electrode is present. The CSnrc code

does not currently handle situations where the number of cavity regions varies from

one geometry option to the next. For this reason, instead of having no electrode in

one case, the dose is computed for a geometry having an air electrode as shown in

Fig. 5.1. In this case, the electrode regions are set to air as they would be if there were

no electrode, but these regions are not included in the cavity for scoring purposes.

Calculations using separate executions of the code, comparing the presence of an air

electrode to no electrode show that the dose to the cavity agrees to within 0.15% and

0.05% for photon and electron beams, respectively, in the two cases. This agreement

is within the statistics on the cavity doses of 0.05-0.14% and 0.06-0.07% for the

photon and electron beams, respectively. The agreement between calculations using

an electrode and no electrode is important since it allows the three geometries shown
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in Fig. 5.1 to be used to calculate Pcel. In addition to permitting a single execution

of the code, by computing all three geometries at once, correlations between the

geometries are maintained and the correlated sampling variance reduction technique

can be used. All subsequent Pcel calculations use an air electrode, although the strict

definition of Pcel, comparing the dose to the case of no electrode being present, is

understood.
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Figure 5.1: Schematic of the three geometry options used in the Pcel calculations.
Pcel is computed as the ratio of either the second or third geometry to the first. The
first geometry was modeled to have an air electrode and did not give significantly
different cavity doses from the case with no electrode. The only regions to change
from one geometry to the next are the regions comprising the electrode.
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5.1 Pcel in photon beams

In an earlier work, Ma and Nahum75 used the EGS4 system to calculate Pcel for

an NE2571 ion chamber in a water phantom. They modeled the chamber to have

an air cavity 6.30 mm in diameter and 24.1 mm in length. The thickness of the

graphite walls was 510 mg/cm2. They used a simplified NE2571 geometry, so the

1 mm diameter aluminum central electrode extended the entire length of the air

cavity. The chamber was placed in a cylindrical water phantom, with a radius of

5 cm for all beams except for the 24 MV beam, for which the radius of the phantom

was 7 cm. Their calculations used the 60Co spectrum from Rogers et. al.88 and the

published spectra from Mohan et. al.46 for all other photon beams. Their calculations

are repeated in the present work using CSnrc. The current calculations are performed

with an electron cutoff energy, AE=521 keV, with a photon splitting factor of 100

and using the 60Co spectrum from Mora et. al.45

Columns 2 and 3 of Table 5.1 show the results of the central electrode calcu-

lations for the simplified NE2571 geometry with an aluminum electrode. The present

CSnrc results are shown alongside the results of Ma and Nahum75 which tend to be

0.1% to 0.4% greater than the present calculations. Compared with CAVRZnrc for

these calculations, CSnrc results in an efficiency gain that varies from a factor of 21

for a 60Co beam to a factor of 33 for a 24 MV beams. The fractional increase in

computation time, α, for the additional geometry was between 0.004 and 0.02 for

these calculations.

Given the present availability of computing power and the gain from the corre-

lated sampling variance reduction technique, it is feasible to repeat these in-phantom

calculations of the electrode correction for a more realistic chamber geometry. The
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Table 5.1: The central electrode correction factor, Pcel, for an NE2571 chamber having
a 1 mm diameter aluminum electrode. The simplified geometry uses a cylindrical
phantom and a variation on the electrode length as described in the text, and is
shown here for comparison with previously published results from Ma and Nahum.75

For the 24 MV beam, the chamber is at a depth of 7 cm in the phantom and is at
5 cm for all other energies. The real NE2571 geometry includes a chamber stem and
uses a 30x30x30 cm2 cubic water phantom. For the real geometry, the chamber is at
a depth of 10 cm in the water phantom for all beams. All current calculations use
AE=521 keV and a photon splitting factor of 100.

Beam descriptor Pcel, simplified NE2571 Pcel, real NE2571

Ma and Nahum75 CSnrc CSnrc

60Co 0.9926(15) 0.9923(1) 0.9924(3)

4 MV 0.9935(7) 0.9920(1) 0.9927(3)

6 MV 0.9930(1) 0.9920(1) 0.9942(6)

10 MV 0.9945(9) 0.9915(1) 0.9945(5)

15 MV 0.9955(16) 0.9918(1) 0.9946(4)

24 MV 0.9957(9) 0.9919(1) 0.9948(3)

5.1. PCEL IN PHOTON BEAMS
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geometry in this case is the actual NE2571 geometry, wherein the electrode has a

length of 20.6 mm and the chamber is placed in a 30x30x30 cm3 cubic water phan-

tom, as is used in standard dosimetry practice. The chamber is placed at 10 cm depth

within the phantom and a 10x10 cm2 photon field is incident on the phantom surface.

Using the same photon beams as above, the values of Pcel for the NE2571 chamber

are shown in the last column of Table 5.1. The values change by up to 0.3% from the

simplified geometry, but these changes nearly offset the differences with the original

results of Ma and Nahum.

These calculations of Pcel for the detailed NE2571 geometry in a water phan-

tom may be compared to the values of Pcel currently used in dosimetry protocols.

Figure 5.2 shows Pcel as a function of %dd(10)x, for both graphite and aluminum

electrodes, in comparison to the values currently used in the TG-51 protocol.7 The

TG-51 values are based upon the calculations of Ma and Nahum described above.75

The current calculations significantly reduce the uncertainty of the value of Pcel and

agree with the values used by TG-51 to within 0.04%, with the exception of the

%dd(10)x = 85% point, which shows a 0.1% difference. The IAEA protocol9 uses val-

ues of Pcel for photon beams based upon the same calculations from Ma and Nahum,

and their values do not differ significantly from the TG-51 values. The tacit assump-

tion in the protocols is that the values of Pcel for the NE2571 chamber can be applied

to all thimble chambers.

5.1.1 Effect of electrode size

The central electrode correction is normally presented for a 1 mm diameter central

electrode of a given material. This diameter is used since it is applicable to most
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Figure 5.2: The central electrode correction factor, Pcel, for a realistic NE2571 ioniza-
tion chamber in photon beams. The CSnrc values are computed with the chamber at
a depth of 10 cm in a 30x30x30 cm3 water phantom. The calculations are for a 1 mm
diameter central electrode. The Monte Carlo values are shown along with the curve
used in the TG-51 dosimetry protocol.7 All CSnrc calculations use AE=521 keV and
AP=1 keV.
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commonly used ion chambers. For chambers that have larger or smaller electrodes,

it is of interest to investigate the effect of the electrode diameter on the value of

Pcel. Figure 5.3 shows Pcel as a function of central electrode diameter for an NE2571

chamber in a 60Co beam and in a 24 MV beam for both an aluminum and a graphite

electrode. For the graphite electrode, there is no statistically significant effect on

Pcel from changing the size of the electrode for either beam quality. This is not

suprising, as the central electrode correction itself is insignificant in this case. Pcel for

the aluminum electrode decreases in value with increasing electrode diameter. The

rate of decrease is dependent on the beam energy and is steeper for the 60Co beam.

For both beam qualities, the decrease in Pcel for the aluminum electrode is nearly

linear out to a diameter of 2 mm. This is larger than any realistic electrode is likely

to be and therefore for electrodes that are not 1 mm in diameter, Fig. 5.3 justifies

estimating the wall correction using a linear approximation to the variation in Pcel as

a function of electrode diameter for these and other beam qualities.

5.2 Pcel in electron beams

The value of Pcel for a chamber with a 1 mm diameter aluminum central electrode

in electron beams differs somewhat depending on the dosimetry protocol being used.

The IAEA’s TRS-398 code of practice9 uses a value of Pcel=0.998 for all electron beam

energies, with an estimated uncertainty of 0.1%. This value is based upon the calcula-

tions of Ma and Nahum75 and upon the much less precise measurements of Palm and

Mattsson.89 Based upon the same calculations of Ma and Nahum, the AAPM’s TG-51

protocol7 uses a value of Pcel=1.000 for nominal beam energies less than 13 MeV and

a value of Pcel=0.998 for nominal beam energies greater than 13 MeV. Rather than
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Figure 5.3: The central electrode correction Pcel in a 60Co beam and in a 24 MV
beam as function of the electrode diameter. The calculations using CSnrc modeled
both a graphite and an aluminum central electrode of varying diameters using the
NE2571 chamber geometry.
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have a discontinuity at 13 MeV, TG-51 uses a smoothed interpolation between the

two values of Pcel in order to use it in the calculation of the beam quality conversion

factor kQ.

Using CSnrc, it is now possible to calculate the central electrode correction

factor Pcel for an NE2571 chamber in electron beams with a much lower uncertainty

than previously achieved. It is also feasible to perform the calculations for several

realistic electron beam spectra and at the new reference depth used in current pro-

tocols, whereas the values used in the dosimetry protocols are based upon the three

beam energies and the several discrete depths considered in the EGS4 calculations.

The present CSnrc calculations use the real NE2571 geometry described in the pre-

vious section in a cubic 30x30x30 cm3 water phantom. The incident beam spectra

are taken from Ding and Rogers48 for all beams, with nominal energy ranging from

5 to 25 MeV. For all beams, the chamber is placed at a depth of dref , as defined by

TG-51, in the water phantom.

Figure 5.4 shows the CSnrc calculated valeus of Pcel as a function of the beam

quality specifier R50. The values of R50 for the realistic beams considered here are

taken from Ding and Rogers.48 The CSnrc values are computed to 0.02% statistical

uncertainty. These values are shown along with the current values of Pcel, as used in

TG-51 and in TRS-398. Both protocols use a correction factor of 1.000 for a graphite

electrode. However, the current calculations show that for lower energies, the correc-

tion is as much as 0.2% for a graphite electrode. The calculations using the aluminum

electrode show approximately a 0.1% difference from the value of Pcel=0.998 used by

the TRS-398 code of practice. Similarly, there is on the order of a 0.1% difference

between the current calculations and the values used in the AAPM’s TG-51 protocol.

As in the case of Pcel in photon beams, it is assumed that these values for the NE2571
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chamber apply for all Farmer-like chambers.
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Figure 5.4: The central electrode correction factor, Pcel for a realistic NE2571 ioniza-
tion chamber in electron beams. The CSnrc values are computed with the chamber
placed at a depth of dref in a 30x30x30 cm3 water phantom. The calculations are for a
1 mm diameter central electrode. The Monte Carlo calculations are shown along with
the values of Pcel used in the AAPM’s TG-51 protocol7 and in the IAEA’s TRS-398
code of practice.9 All calculations use AE=521 keV and AP=1 keV.

5.2.1 Effect of electrode size

As in the case of photon beams, the central electrode correction factor is normally

presented for the case of a 1 mm diameter electrode. Figure 5.5 shows Pcel as a

function of the electrode diameter for the NE2571 chamber in a 6 MeV electron

beam. Unlike the photon case where there was no dependence on diameter for the

graphite electrode, in electron beams, both the graphite and aluminum electrodes
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show an increase in Pcel with increasing diameter. The graphite electrode shows a

steeper increase in Pcel, varying by 0.3% in going from a 0.5 mm diameter electrode

to a 2 mm diameter.
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Figure 5.5: The central electrode correction factor, Pcel, as a function of the diameter
of the electrode in a 6 MeV electron beam. Values were calculated using CSnrc and
are shown for both a graphite and an aluminum central electrode in an NE2571
chamber.
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Chapter 6

Pwall for cylindrical ion chambers:

the Almond-Svensson formalism

Section 2.2.3 describes the wall correction factor, Pwall, used to account for the cham-

ber wall being a different material than the phantom. Pwall is typically determined

using the Almond-Svensson formalism given by Eq. 2.5. Experimental determina-

tions of Pwall are very difficult since they require extremely precise measurements

of the chamber geometry and its response. Furthermore, experimental Pwall values

may only be determined through extrapolation to zero wall thickness, since the con-

straints of the physical chamber as the measuring device prevent measurements with

a bare chamber. Many investigations of Pwall are performed using Monte Carlo simu-

lations.73,90–93 These too have inherent difficulties due to the small magnitude of the

correction itself. Since the calculations must be carried out in-phantom and require

precision much better than 1% in order to gain statistically significant results, Monte

Carlo calculations often require hundreds of millions of particle histories. Several stud-

ies have shown that there are problems with the current values of Pwall
18,55,56,94–96
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and therefore this chapter discusses new calculations of the Pwall correction factor.

Using CSnrc, Pwall is calculated as the ratio of the dose to the air cavity

for a chamber wall composed entirely of water to that for real chamber wall. No

stem or central electrode is included in the geometry for these calculations since they

are properly accounted for by the factors Pstem and Pcel respectively (see Fig. 2.1).

Figure 6.1 shows the geometry used for the CSnrc calculations of Pwall. The third

geometry includes a 1 mm PMMA waterproofing sleeve, typical of the sleeves used

clinically for non-waterproof chambers.
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Figure 6.1: Schematic of the three geometry options considered in the Pwall calcu-
lations. Pwall is computed as the ratio of doses to the air cavity for either the second
or third geometry to the first. The only regions to change from one geometry to
the next are the regions comprising the chamber wall. The three geometries show a
water wall, a wall having the correct wall material and a chamber with the real wall
material surrounded by a 1 mm PMMA waterproofing sleeve.
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6.1 Comparison to Pwall and Kcomp values in photon

beams

6.1.1 Corrections for build-up caps in 60Co beams

An experimental study by Seuntjens et. al.18 showed problems with the Pwall and

Kcomp formalism. The concept of Kcomp is described in Section 2.2.3 (Eq. 2.13, page

32). In their work, Seuntjens et. al. measured the air-kerma to absorbed-dose con-

version factor:

CCo =
NCo

D,w

NK

, (6.1)

where NCo
D,w is the absorbed-dose-to-water calibration coefficient and NK is the air-

kerma calibration coefficient. The expression for CCo is given by Eq. 2.12 on page 32.

Seuntjens et. al. measured values of CCo for a PR06C chamber with four different

build-up caps and compared these values for different build-up caps to the predictions

of the standard formalism given by Eq. 2.12. Their measured values differed from

the Almond-Svensson values by as much as 0.90%. Their experimental uncertainty

on the CCo values is on the order of 0.6%.

A possible source of the discrepancies between their CCo values and those from

the formalism is the expression for Kcomp. If two CCo values are compared for the

same chamber with different build-up caps, in taking the ratio of these CCo values,

many of the correction factors in Eq. 2.12 cancel out. Specifically, the mass-energy

absorption coefficients and stopping-power ratios are chamber independent and are

therefore the same in both cases so drop out in the ratio of CCo values. Furthermore,

the correction factors Kan, Kel, Kwall, Pcel and Prepl are chamber specific and are

therefore the same in each case since the same chamber is being used. Only the

6.1. PWALL AND KCOMP VALUES IN PHOTON BEAMS
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Kcomp correction, which depends on the build-up cap, will not be the same in both

cases, and therefore the ratio of the CCo values becomes:

CA
Co

CB
Co

=
KB

comp

KA
comp

. (6.2)

When comparing the ratio of two CCo values, only the statistical measurement uncer-

tainty is involved, since the ratio does not depend on the systematic uncertainties due

to the primary standards. Based upon the uncertainty analysis presented in Table

IV of the Seuntjens et. al. paper, the statistical uncertainty on ND,w is 0.08%. The

statistical uncertainty on NK is 0.09%,97 resulting in an overall uncertainty of 0.17%

on the ratio of two measured CCo values.

Using the CSnrc code, it is straightforward to compute Kcomp for a PR06C

chamber in a 60Co beam. Table 6.1a shows Seuntjens et. al’s measured CCo values

normalized to the CCo value for the C-552 cap, for which Kcomp = 1 and the calculated

values using standard dosimetry theory described by Eq. 2.13. The measured values

are shown in comparison to the predictions of Eq. 2.13 and to the CSnrc values.

Table 6.1b shows the percent difference between the measured ratio and the ratios

from CSnrc and Eq. 2.13 respectively. CSnrc shows much better agreement with the

experimental results than do the values from the Kcomp formalism. The largest percent

difference between the CSnrc values and the measured values is 0.13%, whereas this

difference is as large as 1.08% for the values computed using Eq. 2.13.

6.1.2 Discrepancies in kQ values for cylindrical chambers

The formalism used by current dosimetry protocols relies on the beam quality con-

version coefficient kQ, described by Eq. 2.9, in order to convert from a calibration in a

reference beam to measurements in the user’s beam. The values of kQ for clinical ion
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Table 6.1: (a) The ratios of the air kerma to absorbed dose conversion factors, CCo,
as measured by Seuntjens et. al.18 and normalized to the value using the C-552 cap
which is taken as unity. Also shown are the CCo values computed using the Kcomp

formalism of Eq. 2.13 and the physical data as used in TG-51. The CSnrc column
shows the ratios of calculated Kcomp values for the different cap materials relative to
a C-552 cap. The uncertainties on the last digits are shown in parentheses. (b) The
percent differences between the CSnrc values and each of the measured and Eq. 2.13.

(a)

Cap material Measured TG-51 CSnrc

C-552 (0.493 g/cm2) 1.0 1.0 1.000

polystyrene (0.537 g/cm2) 0.9906(17) 0.9799 0.9893(3)

PMMA (0.541 g/cm2) 0.9913(17) 0.9861 0.9922(2)

delrin (0.551 g/cm2) 0.9942(17) 0.9902 0.9934(2)

(b)

Cap material %diff.(Measured
−CSnrc ) %diff.(Measured

−TG−51 )

C-552 - -

polystyrene 0.13% 1.08%

PMMA -0.09% 0.52%

delrin 0.08% 0.40%
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chambers are determined through experimental measurements or by using Eq. 2.9.

In the latter case, the value of kQ depends on the stopping power ratios and on the

chamber-specific correction factors.

A study by Ross et. al.96 of beam quality specifiers in high-energy photon

beams showed that ratios of measured values of kQ did not agree with the ratios

calculated using the TG-51 formalism. Specifically, their measurements compared

kQ values for an NE2571 chamber and a PR06C chamber for %dd(10)x values in the

range 82-92%. Calculations using Eq. 2.9 indicate that kQ for the NE2571 chamber

should be 0.1% or 0.2% higher than that for the PR06C chamber. Ross et. al. showed

the reverse effect, with their measured kQ for the PR06C chamber being about 0.5%

greater than that for NE2571 chamber. Their estimated standard uncertainty on

the ratio of kQ values was 0.2%. Since the two chambers share the same cavity

dimensions, both the stopping power ratios and the values of Prepl are the same for the

two chambers. This implies that the discrepancy between measured and calculated

values of kQ is caused by problems with the values of Pcel and Pwall used, since the

other factors in the calculation of kQ drop out in taking the ratio of values for these

two chambers and the ratio of kQ values is reduced to the ratio of Pwall and Pcel

values:

kNE2571
Q

kPR06C
Q

=
PNE2571

wall (Q)

PNE2571
wall (60Co)

P PR06C
wall (60Co)

P PR06C
wall (Q)

PNE2571
cel (Q)

PNE2571
cel (60Co)

P PR06C
cel (60Co)

P PR06C
cel (Q)

. (6.3)

Using values of Pwall and Pcel from TG-51, the calculated ratio kNE2571
Q /kPR06C

Q

is 1.0039. As pointed out by Ross et. al., the inclusion of the Pcel factor in this analysis,

which was not done in their paper, worsens the agreement between the predictions of

TG-51 and their measured ratio of 0.9950. Using CSnrc, values of Pwall and Pcel can

be calculated in order to compare the ratio of kQ values to the experimental values of

Ross et. al. These calculations were performed using the spectra from Sheikh-Bagheri
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and Rogers47 and therefore needed to be slightly extrapolated in order to match

the beam quality used by Ross et. al. having %dd(10)x = 84.5% (TPR20
10 = 0.80).

As will be shown in Section 6.2, Pwall is fairly smooth in the range %dd(10)x =

58.9−82.7% and therefore is not varying rapidly at the point of extrapolation. Using

the values of Pwall and Pcel calculated using CSnrc, the ratio of kQ for the two chambers

yields a ratio of 0.9984±0.12%. Therefore the CSnrc values of the correction factors

significantly improve the agreement between the calculated and the measured kQ

values. Table 6.2 summarizes the values of Pwall and Pcel used in this analysis.

Table 6.2: Values of the wall and central electrode correction factors used in the
calculation of kQ for the NE2571 and PR06C chambers. The ratio of kQ values for the
two chambers is calculated using Eq. 6.3 and is compared to the experimental ratio
from Ross et. al.96 for a beam quality Q having %dd(10)x = 84.5%. The uncertainties
in the last digit are shown in parentheses.

Correction Factor NE2571 PR06C kNE2571
Q /kPR06C

Q

Pwall(
60Co) 0.9989(7) 0.9886(7)

CSnrc Pwall(Q) 1.0004(3) 0.9940(3) 0.9984(12)

Pcel(
60Co) 0.9924(3) 1.0002(3)

Pcel(Q) 0.9948(3) 1.0003(3)

Pwall(
60Co) 0.9919 0.9888

TG-51 Pwall(Q) 0.9992 0.9951 1.0039

Pcel(
60Co) 0.9928 1.0000

Pcel(Q) 0.9957 1.0000

Ross et. al. - - - 0.9950(20)
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6.1.3 Comparison of different waterproofing sleeves

The Pwall formalism may also be tested by investigating the effect of a waterproofing

sleeve on the chamber response and comparing it to the effect predicted by Eq. 2.6. A

study by Ross and Shortt98 measured the effect of a waterproofing sleeve on chamber

response by varying the thickness of the sleeve. They performed measurements using

an NE2571 chamber and a PR06C chamber in both a 60Co beam and in a 20 MV

photon beam from the NRC linear accelerator. In all cases, the chamber response

was measured as a function of the material and thickness of the waterproofing sleeve.

Since neither of the two chambers could be used without a waterproofing sleeve, their

results were extrapolated to a sleeve thickness of 0 g/cm2 in order to determine the

effect of the sleeve relative to the bare chamber. Their results showed problems with

the Pwall formalism used in TG-51.

Current calculations, using CSnrc, revisit the experimental results of Ross

and Shortt. The change in chamber response from a chamber with no waterproofing

sleeve was calculated as a function of the material and thickness of the sleeve and

was compared to their experimental results. These calculations were performed for

both an NE2571 chamber in the NRC 20 MV beam and for a PR06C chamber in a

60Co beam. Both chambers were modeled with PMMA and nylon sleeves of varying

thicknesses.

Figure 6.2 shows the change in chamber response relative to a chamber with

no sleeve as a function of the thickness of a PMMA waterproofing sleeve. The two

plots shown are for a PR06C chamber in 60Co and for an NE2571 chamber in the

NRC 20 MV beam. They compare the calculated results from CSnrc to the measured

results of Ross et. al. and to the values from the extended Almond-Svensson formalism
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given by Eq. 2.6. The CSnrc and the measured results show very good agreement,

while the predictions of the Almond-Svensson formalism differ from the CSnrc values

by more than 0.3% for large sleeve thicknesses. This discrepancy is larger than the

predicted effect of the sleeve and points to problems with the formalism.
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Figure 6.2: The change in chamber response due to the presence of a PMMA wa-
terproofing sleeve compared to the response in a chamber with no sleeve. CSnrc
calculations are compared with measured results from Ross et. al.98 and the predic-
tions of the formalism and physical data used by TG-51. The plot at left shows the
effect for an NE2571 chamber in an NRC 20 MV beam. The plot at right is for a
PR06C chamber in a 60Co beam.

Figure 6.3 shows two analogous plots for a nylon waterproofing sleeve. As in

Fig. 6.2, the plots show the effect of the waterproofing sleeve for an NE2571 chamber

in the NRC 20 MV beam and for a PR06C chamber in a 60Co beam. In both

cases, the CSnrc curves and the measured data show the same shape as a function

of sleeve thickness. Furthermore, this shape is vastly different from the Almond-

Svensson curve. However, there remains a normalization problem between the CSnrc

and experimental curves that is not understood. It is possible that the difference

between the CSnrc calculations and the results from Ross et. al. is due to differences

in the nylon composition used in the experiment and in the simulations. Nylon is very
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sensitive to the manufacturing process and may differ from the accepted composition

and density for a given type of nylon. Alternately, there may be problems with

how the experimental data are normalized since the calculated values of Pwall do not

extrapolate linearly to unity at zero sleeve thickness as the experimental values seem

to indicate that they do. Despite absolute differences in the sleeve effect for the nylon

sleeve, the CSnrc calculations support the experimental evidence from Ross et. al.

that the extended Almond-Svensson formalism does not correctly predict the wall

correction, at least as applied to the sleeves.
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Figure 6.3: The change in chamber response due to the presence of a nylon wa-
terproofing sleeve compared to the response in a chamber with no sleeve. CSnrc
calculations are compared with measured results from Ross et. al.98 and the predic-
tions of the formalism and physical data used by TG-51. The plot at left shows the
effect for an NE2571 chamber in an NRC 20 MV beam. The plot at right is for a
PR06C chamber in a 60Co beam.
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6.2 Pwall values in photon beams

6.2.1 Pwall for several commonly used ion chambers

In the previous section, examples were shown in which the CSnrc calculations agree

better with experiment than does the formalism used in TG-51. For this reason,

CSnrc is used to calculate Pwall values for a number of commonly used ion chambers

at a variety of photon beam energies. At the very least, this provides a complete set

of Pwall values for many chambers of clinical interest, all calculated at the reference

depth and to a very high precision. These values are independent of the TG-51 values

which are based on the Almond-Svensson formalism. In addition to providing a set

of Pwall values, the inclusion of a variety of chambers permits the search for trends in

Pwall values as a function of energy, wall material and wall thickness. The details of

the chamber geometries used are given in Table 1.4 on page 17.

Figure 6.4 shows Pwall values for several commonly used ion chambers in high-

energy photon beams. The Pwall values are calculated using CSnrc with the geometry

shown in Fig. 6.1 and with the chamber placed at 10 cm depth in a water phan-

tom. The calculations are performed using the photon beam spectra described by

Mora et. al.45 and by Sheikh-Bagheri and Rogers47 and detailed in Table 1.2. The

Pwall values are shown for the situation with no waterproofing sleeve since the TG-

51 dosimetry protocol ignores the effect of the water-proofing sleeve. The values of

Pwall in Fig. 6.4 are not easily parametrized in terms of simple functions of the wall

material or the wall thickness and therefore Fig. 6.4 serves as a straightforward way

to look up Pwall for a given chamber.

Current calculations using CSnrc show that the presence of a 1 mm PMMA
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Figure 6.4: The wall correction factor, Pwall for several commonly used thimble ion-
ization chambers. Pwall is plotted as a function of the beam quality specifier %dd(10)x

and is shown for a chamber with no waterproofing sleeve. The wall material is in-
dicated in parentheses beside each chamber name. The calculations were performed
using CSnrc.
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waterproofing sleeve decreases the chamber response by up to 0.30% in photon beams

for the chambers considered here. In some cases, this effect is larger than the Pwall

correction itself and therefore should be included in the Pwall calculation. Figure 6.5

shows Psleeve for a 1 mm PMMA waterproofing sleeve as a function of %dd(10)x,

where Psleeve is defined as the ratio of doses to the cavity for a chamber without any

waterproofing sleeve to that of a chamber with a 1 mm PMMA sleeve. The sleeve

effect is seen to increase with increasing %dd(10)x for all of the chambers. While

there is no physical basis for using the same sleeve effect for all chambers, based on

Fig. 6.5, it is a reasonable approximation to fit a line to the values for all of the

chambers. The solid line shows a linear fit to calculated sleeve effects for all of the

chambers as a function of the incident beam quality. The value of Psleeve increases

from 0.9998 to 1.0027 for %dd(10)x values ranging from 58.9% to 83.8%. Computed

using the Almond-Svensson formalism, Psleeve is of a similar magnitude, varying from

0.9996 to 1.0033 over the same range of photon beam qualities. These values are

non-negligible when compared to the magnitude of Pwall for some of the chambers.

Figure 6.5 provides a simple method by which the sleeve correction may be estimated

for a chamber using a 1 mm PMMA sleeve, which is typical of the waterproofing

sleeves normally used. The fit line may be used as a guide for estimating the sleeve

correction for a given chamber and is described by:

Psleeve = (0.00017)%dd(10)x + 0.993. (6.4)

The one standard deviation uncertainty on the slope is 0.000012 and on the intercept

is 0.0009. The χ2 per degree of freedom for the calculated values of Psleeve when

compared to the fit line is 1.04.

One assumption inherent in the TG-51 formalism for Pwall is that the wall cor-

rection is independent of the cavity dimensions. Additional calculations using CSnrc
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Figure 6.5: The effect of a 1 mm PMMA waterproofing sleeve on the value of Pwall

for several thimble ionization chambers as a function of %dd(10)x. The straight line
shows a fit to the points from all of the chambers (see Eq. 6.4. The correction Psleeve

is defined as the ratio of the dose to cavity for a chamber with no waterproofing sleeve
to that for a chamber with a sleeve. All calculations were performed using CSnrc.
The uncertainty on the individual points varied from 0.1% at the lowest energy to
0.04% at the highest energy.
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are used to verify the validity of this assumption. These calculations are performed

for the NE2571 chamber in both a 60Co beam45 and a Varian 10 MV beam,47 as

well as for the NE2581 chamber in a 60Co beam since this chamber shows a much

larger Pwall correction than does the NE2571. In each case, Pwall for the standard

chamber dimensions is compared to Pwall values computed for four other cavity sizes,

varying the length, L, or the radius, r of the cavity. The four other geometries use

the following changes to the cavity dimensions: 2L, 0.67L, 1.4r and 0.6r. Figure 6.6

shows the effect of the cavity dimensions on Pwall for the two chambers. In no case is

there any discernable (at the sub-0.1% level) variation in Pwall as a function of cavity

length. The NE2581 chamber shows on the order of a ±0.2% variation in Pwall as a

function of the cavity radius.

6.2.2 Comparison to Almond-Svensson formalism

Differences from Almond-Svensson formalism

The previous section provides a set of Pwall values computed at 10 cm depth in a water

phantom for several thimble ionization chambers and for a range of photon beam

qualities. It is instructive to compare these calculated Pwall values to the values used

in dosimetry protocols. Figure 6.7 shows Pwall as a function of beam quality for the

NE2571 chamber. The CSnrc values are shown along with the values used by TG-51

and values computed using the Almond-Svenssion formalism directly, using quantities

calculated using the EGSnrc system. This provides a self-consistent comparison with

the CSnrc calculations using a common set of cross-section information for all of

the relevant quantities. For this purpose, the stopping power ratios, mass energy

absorption coefficients and α values were all computed using the EGSnrc system
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Figure 6.6: Comparison of Pwall values for NE2571 and NE2581 chambers to Pwall

values for these chambers with altered cavity dimensions. The Pwall values are plot-
ted against the cavity size, where “real” refers to the actual chamber geometry and
the other points indicate changes to either the cavity length, L or radius, r. The
calculations are performed using CSnrc.
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and were subsequently used to calculate Pwall using the Almond-Svensson formula of

Eq. 2.5. The stopping power ratios were computed using SPRRZnrc and the mass

energy absorption coefficients were computed using the user-code g as described in

Chapter 4. The calculation of α will be described in more detail in the next section.
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Figure 6.7: A comparison of Pwall for an NE2571 chamber calculated using CSnrc to
the values of Pwall used by the TG-51 protocol. Also shown is Pwall computed directly
from the Almond-Svensson formula using a self-consistent set of quantities calculated
with the EGSnrc system.

Figure 6.7 shows that the CSnrc-calculated values of Pwall differ by up to 0.6%

from both the values used by TG-51 and from the internally consistent set of Pwall

values determined using the Almond-Svensson formula. There is little difference be-

tween the TG-51 values and the values calculated from the Almond-Svensson equation

using EGSnrc-calculated quantities, which indicates a problem with the formalism it-

self, rather than with the parameters used in its implementation. This plot is typical
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of the graphite-walled chambers studied, where CSnrc calculated Pwall values differ

by up to 0.7% from the Almond-Svensson values for nominal energies below 6 MV.

Figure 6.8 shows the ratio of CSnrc values of Pwall to the Almond-Svensson values as

used in TG-51 for all of the chambers shown in Fig. 6.4. The NE2581 chamber shows

differences of up to 0.9% from the Almond-Svensson values at the lower energies,

whereas the C-552 chambers agree with the formalism to within 0.3% at all energies.
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Figure 6.8: The ratio of Pwall values calculated using CSnrc to those from the
Almond-Svensson formalism. The Almond-Svensson values are computed using
Eq. 2.5 where all of the variables were calculated using the EGSnrc system. These
values are similar to those used by TG-51 and by the IAEA’s TRS-398.

Quantities in the Almond-Svensson formula

The logical place to begin an investigation into the difference between the calculated

Pwall values and the values used in TG-51 is with the quantities used in the Almond-
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Svensson formula. Chapter 4 described some EGSnrc investigations of the stopping

power ratios and mass energy absorption coefficients. These quantities were shown

to agree with the values used in TG-51 to within 0.1% and 0.4% respectively.

The only remaining variable in the Almond-Svensson formula is the parameter

α, describing the fraction of ionizations originating from electrons generated in the

chamber wall. Using the user-code CAVRZnrc, α can be computed and compared

with the values used by TG-51. For an in-air chamber of wall thickness t, α is given

by the ratio of the dose to the air in the chamber to the dose to the air in a chamber

with full build-up. Figure 6.9 shows the values of α calculated using CAVRZnrc in

comparison with the values given by the AAPM TG-21 protocol6 and by the IAEA

TRS-277 code of practice,8 which are the same values used by the current protocols,

TG-517 and TRS-398.9 The points from the TG-21 and TRS-277 curves were obtained

from Figures 1 and 15 in the respective reports, both of which base their data on the

work of Lempert et. al.99

Figure 6.9 shows significant discrepancies, for some wall thicknesses, between

values of α from the different sources. For wall thicknesses between 50 mg/cm2 and

150 mg/cm2, there are differences between the CAVRZnrc values and the TG-21 and

TRS-398 values of up to 18% and 10%, respectively. However, these result in much

smaller discrepancies in Pwall when used in the Almond-Svensson formalism. If we

consider a commonly used chamber, such as the NE2571 chamber used in water, Pwall

values computed using the three sources of α values discussed here, agree to within

0.17% in all cases.

In dosimetry protocols, the value of α is treated as being independent of the

chamber wall composition, provided the wall is made from low atomic number ma-

terials. Fig. 6.9 shows calculated values of α for both graphite and aluminum walls.
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Figure 6.9: Values of α used in the Almond-Svensson formalism as a function of
graphite wall thickness. The open circles show values calculated using CAVRZnrc as
described in the text. These are compared to the values from the TG-21 protocol
(solid circles) and the TRS-277 code of practice (crosses). Also shown are CAVRZnrc
values for an aluminum wall.
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Since aluminum is an extreme case and differs significantly from graphite in atomic

number, the agreement between the graphite and aluminum values justifies the use

of material-independent α values for low atomic number materials and therefore this

will not affect the Pwall calculations for the non-graphite-walled chambers studied

here.

Figure 6.9 also shows in greater detail the α values for very thin wall thick-

nesses. This region is relevant for chamber construction that uses a thin conducting

layer on the inner surface of a non-conducting wall such as the PTW30001 studied

here. Neither the TG-21 nor the TRS-277 protocol gives α values for chamber-wall

thicknesses below 45 mg/cm2. In the case of such thin layers, it is common for

dosimetry calculations to assume a linear interpolation to α = 0 at a wall thickness

of 0 mg/cm2.100 The inset in Fig. 6.9 shows the region for wall thicknesses below

70 mg/cm2 and indicates the linear interpolation of the AAPM values to α = 0 at

0 mg/cm2. In the region of the linear interpolation, interpolated values of α differ

by as much as 22% from the calculated values, however the potential effect on Pwall

when used in the Almond-Svensson formula is less than 0.08%.

Based upon the CSnrc calculations of the individual parameters in the

Almond-Svensson equation, there are no discrepancies that account for the differ-

ences in Pwall observed between the CSnrc calculations and the formalism. This is

to be expected from Fig. 6.7 since there is little difference between the values used

by TG-51 and the values determined using the Almond-Svensson formula with the

EGSnrc-calculated quantities. Since the differences in Pwall cannot be explained by

differences in the parameters used in the formalism, this indicates a problem with the

formalism itself.
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6.3 Pwall values in electron beams

In electron beams, in both the TG-51 protocol and the IAEA code of practice, Pwall

is assumed to be unity for all chambers. CSnrc is used to compute Pwall in high-

energy electron beams, using the electron beam input spectra from Ding and Rogers48

detailed in Table 1.3. For all calculations, the chamber is placed at the reference depth

of 0.6R50 − 0.1 cm in a water phantom. Figure 6.10 shows Pwall versus beam quality

for an NE2571 both with and without a 1 mm PMMA waterproofing sleeve. The

scatter of points seen in Fig. 6.10, as well as the overall behaviour of the values as

a function of R50 is typical of the other chambers. That is, for all chambers studied

here, Pwall decreases as a function of R50. Furthermore, for all of the chambers, the

Pwall values for the beams from the Therac machine are systmatically lower than the

neighbouring values. The Therac beams are swept beams and are therefore nearly

monoenergetic compared to the beams from the other, scattering foil accelerators.

Calculations of Pwall for monoenergetic electron beams show a smooth curve with

Pwall decreasing monotonically with R50 and do not exhibit the scatter in Pwall values

seen when using clinical electron beams. This suggests that R50 is not an adequate

beam quality specifier for Pwall in electron beams, and that the value of Pwall depends

on the specifics of the accelerator.

Due to the scatter present in Fig. 6.10 and common to all of the chambers used

in the calculations, it is difficult to present all of the Pwall information in a single plot

as was the case in Fig. 6.4 for the photon beams. For this reason, in order to present

a complete set of Pwall values for the cylindrical chambers in electron beams, Fig. 6.11

presents linear fits to the calculated Pwall values as a function of R50. The linear fit

is performed for calculated values at 11 beam qualities, ranging in nominal energy
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Figure 6.10: Calculated values of Pwall for an NE2571 chamber in high-energy elec-
tron beams. The values are calculated using CSnrc with the chamber placed at a
depth of dref , as specified by the TG-51 protocol. Pwall is shown for a bare chamber
in a water phantom and for a chamber with a 1 mm PMMA waterproofing sleeve.
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from 5 MeV to 25 MeV. The scatter of points about the fit lines, was highest at the

lower energies and was typically on the order of ±0.15%. For completeness, Pwall is

shown for beam qualities, R50, between 2.18 cm and 10.36 cm, however TG-51 does

not recommend the use of thimble chambers for R50 < 4 cm. For the chambers with

a C-552 wall, Pwall is less than 0.2% for all electron energies. For the other chambers,

Pwall is as high as 0.6% and is significant even for higher R50.
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Figure 6.11: Straight line fits to calculated values of Pwall for cylindrical chambers in
high-energy electron beams. Calculations are performed using CSnrc with the cham-
ber placed at a depth of dref in water as specified by TG-51, with no waterproofing
sleeve. The TG-51 protocol assumes a Pwall of unity at all electron energies.

As in the case of photons, Pwall in Fig. 6.11 is shown for the chambers without

including the effect of a waterproofing sleeve. Figure 6.12 shows the sleeve correction,

Psleeve, for thimble chambers in electron beams. The sleeve correction was calculated

using CSnrc for a 1 mm PMMA sleeve surrounding the chamber wall. The solid line
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is a linear fit to the values for all of the chambers. The χ2 per degree of freedom for

the Psleeve values compared to the fit line is 1.08. In electron beams, the sleeve effect

varies from 0.3% at R50 = 2.18 cm to less than 0.1% for R50 > 10 cm. As in the

photon case, this sleeve correction is in some cases greater than the Pwall correction

itself and therefore should not be ignored for precise work. The linear fit in Figure 6.12

provides a simple equation for determining the sleeve effect as a function of electron

beam quality for a 1 mm PMMA waterproofing sleeve:

Psleeve = (−0.026)R50 + 0.35. (6.5)

The one standard deviation uncertainty in the slope is 0.003 and on the intercept is

0.02.

In electron beams, ion chamber measurements are very sensitive to the depth

of measurement. In the most recent set of protocols, a new reference depth was

adopted, defined by Eq. 2.8. CSnrc is used to investigate the sensitivity of Pwall to

the depth of measurement. All of the calculations described earlier in this section

were carried out at the reference depth specified by the TG-51 protocol. Further

calculations were performed by varying the depth of the chamber within the water

phantom. Figure 6.13 shows Pwall as a function of the depth of measurement for an

NE2571 chamber in both a 6 MeV (R50 = 2.63 cm) and a 20 MeV (R50 = 8.10 cm)

beam. In the case of the 20 MeV beam, there is a 1% variation in Pwall when going

from a depth of 2 cm to a depth of nearly R50. Near dref = 4.76 cm, the variation

with depth is not dramatic and therefore incorrect placement of the chamber would

not result in a large error in Pwall. In the case of the 6 MeV beam, there is a 2.5%

variation in Pwall going from a depth of 0.5 cm to R50. Near the reference depth of

1.48 cm, the gradient is steep and therefore positioning is much more crucial for the

lower-energy beam.
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Figure 6.12: The sleeve correction factor Psleeve for a 1 mm PMMA sleeve as a
function of the beam quality specifier, R50. The solid line shows a linear fit to the
sleeve corrections for all of the cylindrical chambers discussed in the text (see Eq. 6.5.
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protocol.
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Figure 6.13: Pwall as a function of depth of measurement for an NE2571 chamber in
a 6 MeV (R50 = 2.63 cm) and a 20 MeV (R50 = 8.10 cm) beam. The open triangles
show Pwall in a 6 MeV for a chamber with the graphite wall density set to unity. The
arrows indicate the reference depths for the two beams.
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The variation in Pwall with depth can be explained in part by the difference in

density between the graphite wall and the surrounding water. Using the PEGS4 code

described in Chapter 1, it is possible to artificially change the density of a material

when generating the material data for a simulation. If the Pwall calculations are

repeated using a graphite wall, but forcing the density of the wall to be equal to that

of water, the wall correction is much smaller than before and shows less variation

with depth over the range of depths up to R50. This is shown for the 6 MeV beam by

the open triangles in Fig. 6.13. This suggests that the Pwall correction can be highly

dependent on the material density. However, the material density alone cannot be

used to determine Pwall. If the density were the only factor contributing to the wall

correction, it would be possible to treat the graphite wall in the NE2571 chamber as

shifting the effective depth of the chamber by 0.25 mm compared to a unit density

wall. If this were the case, the ratio of doses at two points on the depth-dose curve

separated by a depth of 0.25 mm should correspond to Pwall for the real chamber

at that depth. Examination of this possibility using the depth-dose curve for the

6 MeV beam from Ding and Rogers48 does not show this correspondence between

points on the depth-dose curve and Pwall. Nor do we see a constant value of Pwall on

the more or less linear part of the dose fall-off region of the depth-dose curve near

R50. This indicates that while the density contributes to the wall correction, Pwall is

also material dependent.

Furthermore, while Fig. 6.13 shows that density has a significant effect on

Pwall, the degree to which the density contributes to Pwall is also material dependent.

For graphite, by correcting the density of graphite to that of water, one decreases the

Pwall correction, and at the reference depth for unit density, there is nearly no wall

correction. A similar investigation using a PR06C chamber shows that this is not
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the case for a C-552 wall. Figure 6.14 shows Pwall as a function of material density

for both the NE2571 chamber (graphite) and the PR06C chamber (C-552). The

chambers were placed at the reference depth in a 6 MeV beam and the density of the

wall material was varied. Figure 6.14 shows that in both cases, Pwall is affected by the

density of the material. However, while a unit density for graphite nearly removes the

entire wall correction, this is not the case for the C-552 wall. Figures 6.13 and 6.14

show that the density contributes to the overall wall correction and should therefore

be included in any formalism aimed at determining Pwall. The dependence on density

may indicate that the dense walls are simply stopping more electrons, an effect which

increases dramatically when the average energy becomes low, thereby explaining the

large variation in Pwall with depth.
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Figure 6.14: Pwall as a function of wall material density for an NE2571 chamber
and a PR06C chamber in a 6 MeV electron beam. The chambers were placed a the
reference depth in water and the density of the graphite or C-552 walls was varied.
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6.4 Summary

This chapter presents a new set of Pwall values for thimble ionisation chambers in high-

energy photon and electron beams. Examples are shown for which the CSnrc values

of Pwall in photon beams agree much better with previously published experimental

results than do the values used by the TG-51 protocol. A complete set of Pwall values

for several ion chambers in photon beams is presented and is shown to differ from

the TG-51 values by up to 0.8%. The sleeve correction, which is currently ignored

by the TG-51 protocol, is also calculated using CSnrc and is shown to be as high as

0.3%. The CSnrc results point to problems with the standard Pwall formalism and

for precise work, the new values should be used. In electron beams, the CSnrc values

represent the first full set of published Pwall values for thimble chambers in electron

beams. These show corrections of up to 0.6% and sleeve corrections of up to 0.3%.

They also show a very strong dependence on the depth of measurement which can

be in large part explained by the difference in density between the chamber wall and

the surrounding phantom medium. The Pwall values presented here provide a set of

Pwall values that can be used to explain discrepancies between experiments and the

standard formalism and can be incorporated into future protocols. Many of these old

experiments will need to be re-analyzed since they used incorrect Pwall values.

6.4. SUMMARY



Chapter 7

Pwall for parallel-plate ion

chambers

Chapter 6 describes problems with the current values of the wall correction factor

Pwall for thimble ionization chambers. It discusses calculations of Pwall using the

CSnrc code for the EGSnrc system. In the present chapter, similar investigations of

the wall correction will be described for parallel-plate chambers.

As with the cylindrical chambers, experimental determinations of Pwall for

parallel-plate chambers are difficult due to the high precision required for the mea-

surements. Futhermore, unlike cylindrical chambers, where the wall is homogeneous

or nearly homogeneous, parallel-plate chambers are typically constructed such that

the chamber walls are composed of several materials, making any simple experimen-

tal extrapolation to zero wall thickness difficult. Monte Carlo calculations of Pwall

are also difficult due to the small magnitude of the wall correction itself which re-

quires very low statistical uncertainties in order to be significant. The calculations

typically require hundreds of millions of particle histories in order to achieve the nec-
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essary uncertainties, and the computation times can be very long. This is even more

pronounced in the case of parallel-plate chambers than it is for cylindrical chambers

since the parallel-plate chambers typically have many more geometrical regions and

slow the calculations even further. There is little published data regarding the wall

correction for parallel-plate chambers in photon beams,73,101 and the data for electron

beams is inconclusive. Despite some evidence suggesting a non-unity wall correction

in electron beams,92,94,95 current dosimetry protocols assign a value of unity to Pwall

for parallel-plate chambers in electron beams.

7.1 Evidence for a non-unity wall correction

Interest in revisiting the correction factors for parallel plate chambers is based upon

a number of experiments that have shown significant corrections in electron beams,

caused primarily by the backscatter from the chamber body behind the air cavity.

Hunt et. al.94 measured the effect of electron backscatter from materials placed

behind the air cavity volume. They measured the effect of electron backscattering as

a function of effective atomic number, thickness of the material and diameter of the

backscattering disc. They concluded that most parallel-plate chambers would show

a 1-2% effect due to electron backscatter at low electron energies.

A later study by Klevenhagen95 examined the variation of the electron

backscatter as a function of an effective atomic number in electron beams and pro-

posed an empirical formula to describe this variation. This formula was derived from

a fit to measurements using high-Z materials and not the low-Z materials commonly

used in chambers for electron beam dosimetry.

Nilsson et. al.92 performed a series of measurements aimed at determining the
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wall correction factor due to electron backscatter in electron beams. They used a

specially designed parallel-plate ion chamber that minimized any perturbation from

in-scatter from the side walls, thereby isolating the effects due to the front and back

walls only. This chamber allowed them to change the materials on the front and back

as well as the cavity size and therefore they could mimick geometries of commonly

used parallel-plate chambers. They also compared their experimental results to Monte

Carlo calculations performed using the EGS4 system.27 They found that in many

chamber designs there was an energy dependent wall correction factor, on the order

of 2% at low electron energies. It should be noted that there are known problems

with EGS4 for the simlulation of electron backscatter and that this is much improved

in EGSnrc.

A Monte Carlo study by Ma and Rogers91 using the EGS4 system also showed

non-unity values of Pwall for both the NACP and Markus chambers in electron beams.

Their calculations showed corrections of over 2% for the Markus chamber and cor-

rections of up to 1.5% for the NACP chamber. They used mono-energetic electron

beams and the chambers were simulated at a depth of dose maximum in a water

phantom. Their calculations also showed that Pwall increased slightly with increasing

depth in water.

Williams et. al.102 used the EGS4 system to study perturbation factors for

the NACP-02 parallel-plate chamber. They calculated an energy-dependent wall cor-

rection factor as high as 1.2% for a 4 MeV nominal energy electron beam. The

uncertainty on their wall correction factors was between 0.21% and 0.47%.

More recently, Sempau et. al.103 used the Monte Carlo code PENELOPE31,32

to study an overall perturbation factor for an NACP chamber in high-energy electron

beams. Rather than determine the individual correction factors independently, they
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used a Monte Carlo calculation to compute the total perturbation factor required to

convert from dose to the cavity to dose to water at the point of interest. This was

performed for an NACP chamber and compared to the equivalent values from the

TRS-398 code of practice. They showed that as a function of beam quality, their

calculated values show similar behaviour to the perturbation corrections predicted

by the TRS-398 code of practice. Upon normalization to the TRS-398 values, their

results showed only minor differences at the lower electron energies. However, their

paper does not indicate the magnitude of the factor by which the Monte Carlo values

were scaled in order to coincide with the TRS-398 values for one high-energy beam.

Furthermore, while an overall perturbation factor is fundamentally equivalent to the

combined effect of the correction factors used in dosimetry, it remains the case that

major dosimetry protocols distinguish between the various correction factors for ion

chambers.

In photon beams, Wittkämper et. al.101 measured Pwall values in high-energy

photon beams for the NACP and Markus chambers. They used beams with nominal

energies ranging from 60Co to 24 MV. For the NACP chamber, they measured a Pwall

correction of 1.013 in a 60Co beam and for the Markus chamber found a Pwall value

of 1.004 for the same beam. For both chambers, Pwall varied by up to 0.4% over the

range of photon beams used in their experiment. The uncertainty on their measured

Pwall values was on the order of ±0.5%.

In a more recent study, Mainegra et. al.73 used the EGSnrc code to calculate

Pwall values for parallel-plate chambers in a 60Co beam. They too showed non-unity

Pwall values for these chambers. They calculated Pwall values of 1.0207, 1.0048 and

1.0090 for the NACP, Markus and Roos chambers respectively. Their results had

statistical uncertainties of less than 0.06%. Their values agree well with other reported
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Pwall values for these chambers in 60Co beams.104,105

7.2 Pwall values in electron beams

7.2.1 Pwall for several commonly used ion chambers

CSnrc is used to investigate the wall correction factor for several parallel-plate cham-

bers in high-energy electron beams. The chambers considered in this investigation

are described in Table 1.5. The simulation geometry used to calculate Pwall is similar

to the geometry described in Chapter 6, where only the chamber wall and cavity are

included in the geometry. For parallel-plate chambers, where the wall is often com-

posed of several regions and many different materials, the dose to the cavity for the

real wall is compared to a chamber for which the entire wall is modeled as water. For

all of the calculations, the front face of the air cavity is placed at the reference depth

in water, as defined by Eq. 2.8. The definition of the reference depth used by the TG-

51 protocol does not account for changes in the effective depth of the chamber due to

higher density walls whereas the TRS-398 code of practice defines the reference depth

in terms of g/cm2 of water and therefore the thickness and material of the front wall

must be used to determine an equivalent thickness of water for the front wall. For

the chambers studied here, the largest deviation between the reference depth and the

effective depth in water is on the order of 1 mm, which does not lead to a significant

change in Pwall. The effective of shifting the effective depth of the chamber on the

value of Pwall will depend on the depth of measurement and on the dose gradient at

this point. All of the present calculations are performed using the TG-51 convention

of defining the reference depth in terms of centimetres and do not shift the reference
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depth to an equivalent depth in water.

Figure 7.1 shows Pwall as a function of R50 for the NACP chamber. The

scatter in the values is typical of all of the chambers studied in the present work.

As in the case of the cylindrical chambers in Chapter 6, the Pwall values from the

Therac spectra are systematically lower than the neighbouring values, indicating that

Pwall in electron beams is affected by the beam filtration and is not well-specified by

R50. The CSnrc results show that Pwall for the NACP chamber varies from 1.017

near R50 = 2.1 cm to 1.008 near R50 = 8.3 cm. This size of Pwall correction is similar

to those determined by Hunt et. al.94 and by Nilsson et. al.,92 and described in a

previous section. The variation in Pwall over the range of R50 values considered is

slightly greater than in a previous Monte Carlo study, which has considerably poorer

statistics, conducted using the EGS4 system. In that case, Williams et. al.102 found

that over a range of nominal energies from 4 MeV to 19 MeV, Pwall changed from

1.0127±0.21% to 1.0065±0.47%. The present values of Pwall are about 0.5% larger

at low energies. The nominal energies in Fig. 7.1 range from 5 MeV to 21 MeV and

all values are calculated at the reference depth in water.

The other parallel-plate chambers studied here show similar trends in the Pwall

values as a function of R50 in that they all show a decrease in Pwall with increasing

R50. Figure 7.2 shows Pwall values for each of the chambers included in this study.

The straight lines are fit lines to the CSnrc-calculated Pwall values for each chamber.

All chambers show a Pwall correction on the order or 1% or larger for the lower energy

beams. In all cases, this correction decreases as a function of R50 and varies by 1%

or more over a range of nominal energies from 5 MeV to 25 MeV.
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Figure 7.1: The wall correction factor Pwall as a function of R50 for an NACP
chamber in high-energy electron beams. The values are calculated using CSnrc with
the chamber placed at a depth of dref in a water phantom.
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Figure 7.2: Linear fits to calculated Pwall values for several parallel-plate chambers
in high-energy electron beams. The calculations are performed using CSnrc and by
placing the chamber at a depth of dref in a water phantom.
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7.2.2 Pwall as a function of depth of measurement

In electron beams, ion chamber measurements are very sensitive to the depth of

measurement within the water phantom. CSnrc is used to investigate the sensitivity

of Pwall to the depth of measurement. The calculations are performed for an NACP

chamber in both a 6 MeV and a 20 MeV beam and the depths are varied from much

less than dref to a depth of nearly R50 for each beam. Figure 7.3 shows that for

the 6 MeV beam there is a striking variation of Pwall with depth. For this beam,

there is a 5% variation in Pwall between dref and R50. For the 20 MeV beam, this

variation is less, at 2.3%. Although the values of Pwall in Fig. 7.3 are slightly higher

than previously calculated values of Pwall by Ma and Rogers,91 they show the same

trend of increasing with increasing depth. The calculations by Ma and Rogers used

mono-energetic electron beams and did not cover the range of depths included here.

The magnitude of the variation in Pwall with depth is somewhat surprising

given that such a drastic departure from standard dosimetry theory has not been

seen in practice. If one compares the stopping power ratio at depth to the ratio of

the dose to water to the dose to the air in the chamber cavity, standard dosimetry

formalism suggests that these quantities have the same value since the correction

factors in Eq. 2.4 (page 23) are taken to be unity for the NACP chamber. However,

as shown in Figure 7.4 for a 6 MeV beam, when calculated using EGSnrc the stopping

power curve and the ratio of doses diverge as the depth is increased. If the current

Pwall values are used as a correction to the standard dosimetry theory, the product
(

L
ρ

)water

air
Pwall shows better agreement with the dose ratios.
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Figure 7.3: Pwall as a function of depth of measurement for an NACP chamber in
a water phantom. The calculations were performed using the CSnrc user-code for
nominal beam energies of 6 MeV and 20 MeV. The reference depths for each beam,
dref , specified by the standard dosimetry protocols, are indicated by the arrows.
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Figure 7.4: Several of the factors involved in the dosimetry formalism employed in
TG-51 as a function of depth of measurement in a Varian 6 MeV electron beam. For
an NACP chamber in electron beams, the formalism used by the protocol predicts
that the ratio of doses, Dw/Dair should equal the stopping power ratio of water to air.
Here, Dw is the dose to a small region at the point of measurement of the chamber in
a homogeneous water geometry and Dair is the dose to the air in the chamber. Also

shown is the variation in Pwall calculated using CSnrc. The product
(

L
ρ

)water

air
Pwall

shows better agreement with the dose ratios than the simple stopping power ratio,
suggesting a non-unity correction factor for the NACP chamber.
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7.2.3 Comparison to perturbation correction calculations

In the recent study by Sempau et. al.,103 they calculated an overall correction factor

for the NACP chamber. This overall correction is given in Eq. 2.4 (page 23) as the

product of the correction factors Pcel, Pwall and Prepl and the restricted stopping power

ratio. The product of the Pi corrections is taken to be unity for the NACP chamber

in both TRS-398 and TG-51 and therefore each of these protocols predict that the

dose ratio should be equal to the stopping-power ratio for the NACP chamber. In

order to calculate an overall correction factor, Sempau et. al. computed the ratio of

the dose to water at the point of measurement of an NACP chamber for a geometry

composed entirely of water to the dose to air for a realistic NACP chamber at depth

in a water phantom. Their results were presented as an overall chamber correction

factor, as a function of beam quality. They concluded that there was no significant

discrepancy between their calculations and the predictions of the TRS-398 code of

practice, except for some small deviations at lower electron energies.

The present results from CSnrc for Pwall values in electron beams are seemingly

in conflict with the results of Sempau et. al. since the present results show a non-

unity Pwall factor for the NACP chamber. In some cases, the calculated Pwall value

is as high as 2%. This magnitude of correction was not indicated in the study by

Sempau et. al. The difficulty in comparing the two sets of calculations is that the

results of Sempau et. al. were normalized by an unspecified amount in order to give

agreement at R50 = 8.75 cm with the TRS-398 values. Furthermore, it is possible

that the replacement correction, Prepl may offset the Pwall correction, leading to a

smaller overall change compared to the standard theory than the individual Pwall

values indicate.
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In order to investigate the issue of the normalization of the Sempau et. al.

results, CSnrc is used to repeat the calculations of the overall correction factor. For

these calculations, the NACP chamber is placed at the reference depth in water for

each electron beam used. In order to calculate the dose to water at the point of

measurement of the chamber, a thin 0.1 mm thick slab was placed at the front face of

the cavity region and the dose was scored to this thin slab. This was computed in a

separate calculation from the Pwall calculations, since CSnrc cannot currently handle

changes to the size of the cavity from one geometry option to the next. The ratio of

the dose to water to the dose to air is calculated at each beam quality and is presented

in Figure 7.5. The CSnrc results are shown alongside the TRS-398 predictions and

the normalized results of Sempau et. al. In their paper, Sempau et. al. normalized

the values to the TRS-398 value at R50 = 8.75 cm. For the present study, the CSnrc

calculated values were normalized to the TRS-398 value at R50 = 8.3 cm, as this was

the CSnrc point closest to the Sempau et. al. point of normalization. The normalized

values from CSnrc are also presented in Fig. 7.5. The statistical uncertainty on the

CSnrc values is on the order of 0.06% and the normalization factor is 0.9926.

Figure 7.5 shows that the current overall dose ratio results agree with the

previously published results of Sempau et. al. As in the case of their results, if the

CSnrc values are normalized to a TRS-398 point for large R50, the calculated values

show the same shape as, and coincide with, the TRS-398 line. Furthermore, since

the study by Sempau et. al. was conducted entirely at a measurement depth of dref ,

the larger discrepancies between the calculations and the standard theory at deeper

depths did not affect the comparison. While the normalized CSnrc curve and the

TRS-398 curve show the same behaviour as a function of beam quality, the need

for a normalization suggests an overall correction of 0.74%, not unity as predicted
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Figure 7.5: The overall correction factor for an NACP chamber in electron beams
as a function of beam quality. The CSnrc values show the ratio of dose to water
at the point of measurement to dose to air in the NACP chamber. The dose ratios
are shown in comparison to the predicted values of the TRS-398 code of practice9

and the previously published calculations of Sempau et. al.103 The values from Sem-
pau et. al. are taken from digitization of Figure 2 of their paper. The CSnrc values
are also shown, normalized to the TRS-398 point at R50 = 8.3 cm. The statistical
uncertainties on the CSnrc values are on the order of 0.06%.
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by TRS-398 and TG-51. This correction is smaller than the Pwall values presented

earlier, suggesting that the replacement correction must behave in a way to cancel

some of the wall effects.

7.3 Pwall values in photon beams

Parallel-plate chambers are less commonly used in high-energy photon beams than in

electron beams, in part due to the lack of information regarding the correction factors

for these chambers in photon beams. Figure 7.6 shows the wall correction, Pwall as a

function of photon beam quality for two parallel-plate chambers: the NACP chamber

at left and the Markus chamber at right. The CSnrc values are computed using the

photon beam spectra from Sheikh-Bagheri and Rogers.47 The CSnrc values are shown

in comparison to previously calculated values from Mainegra et. al.73 in a 60Co beam

and to the measured values from Wittkämper et. al.101 For purposes of comparison

here, the Wittkämper et. al. values were digitized from Figure 1 of their paper and

the beam quality specifier, for which they used TPR20
10, was converted to %dd(10)x

using the relationship described by Kalach and Rogers.49

The CSnrc values for the 60Co beam agree very well with the values from

Mainegra et. al. however, in comparison to the Wittkämper et. al. values, the

CSnrc values are higher by up to 1%. It is possible that the discrepancy between

the Monte Carlo results and the Wittkämper et. al. results is due to the added

uncertainty in their values due to the measurement technique. In order to determine

Pwall for the parallel-plate chambers, they compared measurements using the parallel-

plate chambers to measurements made with a reference cylindrical chamber for which

they assumed the correction factors were well-known. Their stated uncertainty of
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Figure 7.6: Pwall values for the NACP and Markus chambers in photon beams cal-
culated using CSnrc. Also shown are the values from Mainegra et. al.73 for a 60Co
beam and from Wittkämper et. al. for several photon beam energies. The solid di-
amonds show the values from Wittkämper et. al., adjusted to use the CSnrc values
of Pwall for the cylindrical chamber used in their determination of the corrections for
the parallel-plate chambers. The values of %dd(10)x for the Wittkämper values are
converted from TPR20

10 values plotted in Figure 1 of their paper using the relationship
described by Kalach and Rogers.49

0.6% does not include uncertainties in the Pwall, Pcel or Pfl values for the cylindrical

chamber. Chapters 5 and 6 of this work show that there are potentially significant

errors in the standard values for these correction factors. If the CSnrc values of Pwall

for the reference cylindrical chamber are used, instead of the values from the Almond-

Svensson formalism as was used in the Wittkämper et. al. paper, their Pwall values

change for the Markus and NACP chambers. These corrected Pwall values are shown

as the solid diamonds in Fig. 7.6. This illustrates the potential effect that the new

Pwall values can have on previously published experimental results and shows the need

for revisting many of these earlier experiments.

Figure 7.7 presents the CSnrc-calculated values of Pwall for the NACP and

Markus chambers, in addition to values for the Roos chamber. They are shown in

comparison to the Mainegra et. al.73 values for 60Co beams which have been shown

to be in reasonable agreement with experiment. The CSnrc values are calculated
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with the chamber placed at a depth of 10 cm in a water phantom. As in the case

of electron beams, these chambers show a significant, non-unity wall correction. The

CSnrc results are in good agreement with the results from Mainegra et. al.
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Figure 7.7: Pwall values for parallel-plate chambers in photon beams calculated using
CSnrc. Also shown are the values from Mainegra et. al.73 for the NACP and Roos
chambers in 60Co.

7.4 Summary

This chapter presents an investigation of the wall correction factor, Pwall, for parallel-

plate ionisation chambers in high-energy photon and electron beams. A set of linear

fits to CSnrc-calculated Pwall values in electron beams is presented and shows correc-

tions of up to nearly 1.8% for some chambers at the lower energies. This is in sharp
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contrast to the assumptions of the dosimetry protocols which use a Pwall value of unity

in electron beams. This large discrepancy indicates the need for adopting new values

of Pwall for these chambers in future protocols. The wall correction is also shown

to depend on the depth of measurement for electron beams and is used to reconcile

differences between dose ratio calculations and the values from standard dosimetry

theory. The CSnrc calculations of the dose ratios are compared to a recent Monte

Carlo study by Sempau et. al.103 and show qualitative agreement with their results.

Though they did not quantify their overall correction to standard dosimetry theory,

from the CSnrc values, this correction is 0.74%. In photon beams, the CSnrc values of

Pwall show good agreement with previous Monte Carlo results for 60Co beams73 and

show corrections of between 0.5% and 2.3% for the range of energies and the cham-

bers studied here. The CSnrc calculations presented in this chapter show very large

Pwall correction factors for parallel-plate chambers, in agreement with some earlier

experimental work and indicating the need for changes to the presently used values

of Pwall in the dosimetry protocols.
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Chapter 8

The replacement correction, Prepl

Chapters 6 and 7 describe calculations using the CSnrc code to determine the wall

correction factor Pwall for both thimble and parallel-plate chambers. For both types

of chambers, it was demonstrated that there are problems with the current values

of Pwall used by the dosimetry protocols in both photon and electron beams. For

thimble chambers, the central electrode correction was discussed in detail in Chap-

ter 5. According to Eq. 2.4, the remaining correction factor to be investigated is

the replacement correction, Prepl. This chapter presents preliminary investigations of

the replacement correction using CSnrc and is included here to introduce preliminary

results and to describe the methodology by which this correction may be determined

The replacement correction is not as straightforward to compute as the other

corrections using Monte Carlo since there is no simple way to isolate the effects of the

cavity from other effects. The schematic depiction of the correction factors shown in

Fig. 2.1 indicates that the step going from the bare air cavity within the phantom to

the small air cavity satisfying the Spencer-Attix conditions includes both the effects

of the replacement correction and the stopping power ratios of water to air.
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Using Monte Carlo techniques, it is however possible to infer the value of Prepl

using the calculations described in preceeding chapters. The CSnrc code has been used

to calculate Pcel, Pwall and the dose ratio Dwater/Dair. As described previously, the

standard stopping-power ratios can be calculated using the SPRRZnrc code, leaving

only Prepl to be determined in Eq. 2.4:

Prepl =
Dw/Dair(

L
ρ

)water

air
Pwall

. (8.1)

Figure 7.4 from Chapter 7 is reproduced in Fig. 8.1 to illustrate how Prepl may be

inferred from these calculations. The solid line in Fig. 8.1 shows the dose ratio

Dwater/Dair for an NACP chamber in a 6 MeV electron beam. By the Spencer-

Attix equation, (Eq. 2.3) this dose ratio should equal the stopping-power ratio of

water to air, shown as the dashed line in Fig. 8.1. As pointed out in Chapter 7, the

two lines diverge as the depth of measurement is increased. Also shown in Fig. 8.1

are lines showing Pwall and the product
(

L
ρ

)water

air
Pwall as a function of the depth of

measurement. If the replacement correction in Eq. 2.4 were unity, the dose ratio

should be equal to the product
(

L
ρ

)water

air
Pwall. In Fig. 8.1, any differences between

these two curves may be inferred to be Prepl. Using this method to determine Prepl

for the NACP chamber, the values of Prepl are shown as a function of the depth

of measurement in Fig. 8.1. Dosimetry protocols assume that Prepl is unity for the

NACP chamber. Figure 8.1 indicates that at the reference depth, Prepl is less than 1%

for the NACP chamber in a 6 MeV beam. The behaviour of Prepl with depth seen in

Fig. 8.1 agrees qualitatively with the calculations of Ma and Nahum106 who showed

that Prepl increased with increasing depth for an NACP chamber in monoenergetic

electron beams.

For a given chamber, in order to determine Prepl at a certain depth, three

other calculations are required: the stopping power ratio at depth, Pwall and the
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Figure 8.1: Same as Figure 7.4 but includes the replacement correction for the NACP
chamber as derived from Eq. 8.1. The calculations are for an NACP chamber in a
6 MeV electron beam.
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dose ratio. This is particularly of interest for thimble chambers, where there is more

information available regarding the replacement correction and comparisons could be

made between the method described above and previously published values.



Chapter 9

Conclusions

This thesis describes an investigation of ion chamber correction factors used in radi-

ation dosimetry using the EGSnrc Monte Carlo code. Accurate knowledge of these

correction factors is necessary for maintaining an acceptable degree of accuracy in

the dosimetry measurements. Furthermore, these corrections must be known very

precisely, as the overall uncertainty on the dosimetry is required to be on the 1-2%

level. Current dosimetry protocols often use correction factors based on earlier, and

much less precise, Monte Carlo calculations or on assumptions derived from the lack

of information available regarding the correction factors.

Chapter 3 describes a new user-code developed for the EGSnrc system. This

code, CSnrc, uses a correlated sampling variance reduction technique in order to

improve the efficiency of calculations of dose ratios when comparing doses from two

simliar geometries. CSnrc was developed from the EGSnrc user-code CAVRZnrc

and was based upon an earlier correlated sampling code for the EGS4 Monte Carlo

system. CSnrc improves upon the correlated sampling algorithm used in the EGS4

version and incorporates the many improvements of the EGSnrc system over the
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EGS4 code. CSnrc also includes a rectangular phantom geometry and an option to

vary the photon cross-sections by a user-specified amount. CSnrc has been shown

to accurately reproduce dose calculations performed using CAVRZnrc. For some

highly correlated geometries, CSnrc provides an efficiency gain of over a factor of 60

compared to CAVRZnrc when calculating the dose ratio between geometries. For the

central electrode correction factor calculations described in Chapter 5, this efficiency

gain is on the order of a factor of 20-30 and for the wall correction factor calculations

described in Chapters 6 and 7 the efficiency gain from CSnrc is a factor of 3-4.

Chapter 5 describes CSnrc calculations of the central electrode correction fac-

tor, Pcel, in high-energy photon and electron beams. This correction factor accounts

for the change in chamber response due to the presence of the central electrode. Cur-

rent protocols use Pcel values based upon a previous Monte Carlo study that had

poorer statistics and for electron beams, only calculated Pcel at a few beam qualities

and at several discrete depths in water. The present calculations compute Pcel for

graphite and aluminum central electrodes for several photon and electron beam qual-

ities and are all computed at the reference depth, as defined by the TG-51 protocol.

The statistics on the CSnrc calculations are in the range 0.01-0.03%. For photon

beams, the CSnrc results agree with the values currently used by the dosimetry pro-

tocols. These show no correction for a 1 mm diameter graphite electrode and Pcel

varying with beam energy (60Co to 25 MV) from 0.9925 to 0.9965 for a 1 mm alu-

minum electrode. The CSnrc values of Pcel in electron beams show up to a 0.2%

deviation from the values used in the dosimetry protocols for the graphite electrode

and a 0.1% deviation for the aluminum electrode. CSnrc calculations also show that

in photon beams, the value of Pcel for a chamber with a graphite electrode is not

influenced by the diameter of the electrode. This is not the case for a chamber having
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an aluminum electrode, where Pcel varies significantly with the electrode diameter.

This variation is greatest for a 60Co beam, where Pcel changes by over 1% in going

from a 0.5 mm diameter electrode to 2 mm. The diameter is also seen to affect Pcel in

electron beams, where both a graphite and an aluminum electrodes show an increase

in Pcel of up to 0.3% over the same range of diameters.

The wall correction factor, Pwall, for thimble ionization chambers is discussed in

Chapter 6. The standard formalism used by the dosimetry protocols uses an empirical

formula developed by Almond and Svensson.52 This chapter describes a number of

experimental results that showed problems with this formalism and shows that the

Pwall values calculated using CSnrc agree much better with experiment than do the

values from the Almond-Svensson formalism. Chapter 6 also presents a set of Pwall

values at a variety of photon beam energies for a number of thimble chambers and

shows that these values differ from the Almond-Svensson values by as much as 0.8%.

The wall correction is also presented for the same chambers in electron beams and

shows corrections of up to 0.6%, whereas the protocols assume a correction of unity for

these beams. CSnrc is also used to compute the sleeve correction factor, Psleeve, which

is currently ignored in the dosimetry protocols, and shows that in both photon and

electron beams this correction can be as high as 0.3%. The sleeve correction can be

generalized for all of the chambers studied here and Chapter 6 presents simple linear

equations that can be used to estimate the sleeve correction as a function of beam

energy. CSnrc is also used for electron beams to show that Pwall varies significantly

with the depth of measurement and this effect is seen to be in large part explained

by the difference in density between the wall material and the surrounding water

phantom. Finally, CSnrc is used to validate the current assumption that the Pwall

correction is independent of the cavity size although a small dependence on the cavity
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radius is seen for chambers having a large Pwall correction.

Chapter 7 describes many of the same Pwall calculations as in Chapter 6,

but for parallel-plate ionization chambers. Due to a lack of information available

for these chambers, dosimetry protocols do not permit the use of these chambers

in photon beams other than 60Co and assume a value of unity for Pwall in electron

beams, despite experimental evidence suggesting that this may not be the case. In

Chapter 7, a set of Pwall values is presented for a variety of parallel-plate chambers

in both photon and electron beams. In photon beams, the Pwall correction is shown

to be between 0.5% and 2.3%, depending on the type of chamber and the beam

quality. In electron beams, straight line fits to the CSnrc-calculated Pwall values as a

function of beam quality show corrections of 1% or greater at the lowest energy studied

(R50 = 2.1 cm). For all of the chambers considered, Pwall decreases as a function of

R50. The wall correction is also shown to depend on the depth of measurement in

electron beams and for a 6 MeV beam shows nearly a 6% change in going from the

reference depth, dref , to a depth of R50. Chapter 7 also presents CSnrc calculations to

determine an overall correction factor to the Spencer-Attix theory. The CSnrc results

were shown to agree with another, recent Monte Carlo study103 that presented this

overall correction in a quantitative fashion.

Overall, the study of the correction factors presented in this work provide a

complete set of values for use in radiation dosimetry. The changes from the existing

dosimetry protocols vary from 0.2% to nearly 2% depending on the situation and the

correction factor being considered. In many cases, the differences for a particular

chamber at a specific energy would not be of great consequence for clinical measure-

ments, however for precise work, these new values should be used. This is illustrated

in several examples in this thesis where the present values of the correction factors
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may be used to explain discrepancies between experimental results and the values

from the dosimetry protocols. In certain cases, the discrepancies between the new

CSnrc values and the values from the protocols may be large enough to influence

clinical results, particularly if additive differences exist in multiple correction factors

for a given situation. For this reason, future dosimetry protocols should use this new

set of correction factors. Futhermore, many earlier experiments may be explained

through a re-analysis of their data using the new values of the correction factors.

The logical future step in this investigation would be to investigate the replace-

ment correction factor. This is very likely far more involved than the other corrections

considered here and is beyond the scope of this work. Chapter 8 presents a brief in-

troduction to how CSnrc might be used to investigate the replacement correction and

presents some very preliminary results.
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